
2234
IEICE TRANS. COMMUN., VOL.E91–B, NO.7 JULY 2008

PAPER

Analysis of Divisible Load Scheduling with Result Collection on
Heterogeneous Systems

Abhay GHATPANDE†a), Student Member, Hidenori NAKAZATO†, Member,
Olivier BEAUMONT††, Nonmember, and Hiroshi WATANABE†, Member

SUMMARY Divisible Load Theory (DLT) is an established framework
to study Divisible Load Scheduling (DLS). Traditional DLT ignores the re-
sult collection phase, and specifies no solution to the general case where
both the network speed and computing capacity of the nodes are heteroge-
neous. In this paper, the DLS with Result Collection on HETerogeneous
Systems (dlsrchets) problem is formulated as a linear program and ana-
lyzed. The papers to date that have dealt with result collection, proposed
simplistic lifo (Last In, First Out) and fifo (First In, First Out) type of
schedules as solutions. The main contributions of this paper are: (a) A
proof of the Allocation Precedence Condition, which is inconsequential in
lifo or fifo, but is important in a general schedule. (b) A proof of the Idle
Time Theorem, which states that irrespective of whether load is allocated to
all available processors, in the optimal solution to the dlsrchets problem,
at the most one processor that is allocated load has idle time, and that the
idle time exists only when the result collection begins immediately after the
completion of load distribution.
key words: divisible load scheduling, heterogeneous systems, result col-
lection

1. Introduction

Divisible loads are a special class of parallelizable applica-
tions, which if given a large enough volume, can be arbi-
trarily partitioned into any number of independently- and
identically-processable load fractions. Examples of appli-
cations that satisfy this divisibility property include massive
data-set processing, image processing, signal processing,
computation of Hough transforms, database search, simu-
lations, and matrix computations.

With the proliferation of the Internet, volunteer com-
puting or desktop grid computing is rapidly becoming fea-
sible and gaining popularity. Volunteer computing is a form
of distributed computing in which a large number of aver-
age users volunteer their computers to serve as processing
and storage resources for scientific research projects [1]–[3].
Divisible loads are especially suited for volunteer comput-
ing because of the absence of interdependencies and prece-
dence relations. Unlike other types of distributed comput-
ing, volunteer computing uses anonymous contributed re-
sources, and consequently, a large degree of heterogeneity
exists in the network bandwidth and processing power of
the participating nodes.

Divisible Load Theory (DLT) is the mathematical
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framework that has been established to study Divisible Load
Scheduling (DLS) [4]–[25]. The hallmark of DLT has been
its relative simplicity and deterministic nature. In a star con-
nected (single-level tree) network where the center of the
star (root of the tree) forms the source and holds the entire
load to be distributed, and the points of the star (leaf nodes of
the tree) form the computing elements that process the load
fractions allocated to them, the basic principle of DLT to
determine an optimal schedule is the AFS (All nodes Finish
Simultaneously) policy [20]. This states that the optimum
schedule is one in which the load is distributed such that
all the nodes involved in the computation finish processing
their individual load fractions at the same time. This pol-
icy yields closed-form equations for the load fractions, and
allows easy theoretical analysis.

The AFS policy implies that after the nodes finish com-
puting their individual load fractions, no results are returned
to the source. This is an unrealistic assumption for the ap-
plications in which the result collection phase contributes
significantly to the total execution time. All papers that ad-
dressed result collection to date, have advocated simplistic
fifo (First In, First Out) and lifo (Last In, First Out) sched-
ules. In fifo, results are collected in the same order as that
of load allocation, while in lifo, the order is reversed. It has
been proved in [26] that lifo and fifo are not always opti-
mal, and in our opinion, there is no compelling reason to
use them over other possible sequences.

Some papers have dealt with heterogeneous systems.
To the best of our knowledge, no paper has given a satisfac-
tory solution to the case where both the network bandwidth
and computation capacities of the nodes are different, and
result transfer to the source is explicitly considered. Only
a few of the papers that tackled heterogeneity have consid-
ered the possibility of idle time in the optimal schedule, or
the fact that some processors may not be allocated load for
processing.

In this paper, the DLS with Result Collection on HET-
erogeneous Systems (dlsrchets) problem is formulated and
analyzed in detail. A completely general form of dlsrchets
is tackled, with no assumptions being made regarding the
number of processors allocated load, the network and com-
putation heterogeneity, or on the presence (or absence) of
idle time. The major contributions of this paper are: (a)
A proof of the Allocation Precedence Condition, which en-
sures that there exists an optimal schedule in which the
source distributes load to all the processors first, before re-
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ceiving any results. This condition is immaterial in lifo and
fifo schedules, but is important in the general schedule. (b)
A proof of the Idle Time Theorem, which states that irrespec-
tive of whether load is allocated to all available processors,
in the optimal solution to the dlsrchets problem, at the most
one of the processors that is allocated load has idle time, and
that the idle time exists only when the result collection be-
gins immediately after the completion of load distribution.
Though linear models for computation and communication
time are used in this paper for simplicity, all the results can
be easily extended to affine cost models.

The rest of the paper is as follows. In Sect. 2 the re-
sults obtained to date related to dlsrchets are discussed.
Section 3 provides a detailed description of the dlsrchets
problem along with the proof of the allocation precedence
condition. Section 4 analyzes the optimal solution of the dl-
srchets problem, and proves the idle time theorem. Finally,
Sect. 5 gives the conclusion and future work.

2. Related Work

To the best of our knowledge, no paper to date has compre-
hensively dealt with the issues of result collection and node
heterogeneity considered together, nor has any polynomial
time algorithm been proposed to find the optimum load al-
location and result collection sequence in a heterogeneous
network.

Bharadwaj, et al. [4, Chap. 5] proved that the sequence
of allocation of data to the processors is important in het-
erogeneous networks. Without considering result collection,
they proved that for optimum performance, (a) when proces-
sors have equal computation capacity, the optimal schedule
results when the fractions are allocated in the order of de-
creasing communication link capacity, and (b) when com-
munication capacity is equal, the data should be allocated in
the order of decreasing computation capacity.

Cheng and Robertazzi [19] and Bharadwaj, et al. [4,
Chap. 3] addressed the issue of result collection with a sim-
plistic constant result collection time, which is possible only
for a limited number of applications on homogeneous net-
works. Barlas [20] explicitly addressed the result collection
phase for single-level and arbitrary tree networks, but an as-
sumption regarding the absence of idle time was made with-
out justification. Essentially only two cases were analyzed:
(a) when communication overhead is zero, and (b) when
communication networks are homogeneous. The optimal
sequences derived were essentially lifo or fifo. Rosenberg
[27] too proposed the lifo and fifo sequences for result col-
lection. He concluded through simulations that fifo is bet-
ter when the communication network is homogeneous with
a large number of processors, while lifo is advantageous
when the network is heterogeneous with a small number of
processors.

Traditionally, DLT has focussed only on single-
installment [4, Chap. 8] delivery of data. Banino, et al. [28]
and Beaumont, et al. [29] considered a multi-installment
strategy. The data is considered to be split into equal sized

tasks, and the maximum number of tasks that can be deliv-
ered to the processors in a given time interval is found. They
argue that in the steady state, separate modeling of result
collection is unnecessary. They concluded that allocation
should proceed in the order of decreasing communication
bandwidth for optimal performance in the steady-state.

In this paper, the focus is on the more traditional form
of single-installment DLS on account of the following rea-
sons:

• To get a better understanding of the underlying prob-
lem structure when result collection and node hetero-
geneity are considered together.
• The scheduling of tasks is essentially left to chance in

the multi-installment strategy. Collisions during com-
munication are likely to cause delays.
• For certain applications, multi-installment distribution

of data is difficult or not desirable, especially in cases
where there is data interdependency.

Along with the AFS policy, there are two assumptions
that have implicitly pervaded DLT literature to date: (a) load
is allocated to all processors, and (b) processors are never
idle after receiving their load fractions. The presence of idle
time in the optimal schedule, which is a very important is-
sue, has been overlooked in DLT work on result collection
and heterogeneity. For the first time, it has been shown in
[26] that the lifo and fifo orderings are not always optimal
for a given set of processors. In [30], [31], it has been stated
that all processors from a given set of processors may not be
used in the optimal solution. For the single-port communi-
cation model (see Sect. 3.1), [26], [30] and [31] proved the
following features in optimal schedules:

• Assuming lifo and fifo orderings, load is allocated in
the order of decreasing communication link bandwidth.
• lifo ordering never has idle time in any processor.
• Assuming fifo ordering, at the most one processor may

have idle time.
• The processor with idle time in an optimal fifo sched-

ule can always be chosen to be the last processor in the
allocation sequence (i.e. the processor with the slowest
communication link).

We believe that the work presented in this paper
is a logical progression to the results in [26], [30], [31].
The above mentioned optimality results have been derived
strictly for lifo and fifo type of schedules. Since any one of
the other possible processor orderings could be the optimal
solution to the dlsrchets problem, the next logical question
is, “Can these optimality results also be extended to the gen-
eral case?” For example,

• Should all processors be allocated load first before they
start sending results back to the source in the general
case?
• [26], [30], [31] define the dlsrchets problem as a linear

program only for a single pair of allocation and collec-
tion sequences. Can the general problem be defined in
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a similar way? If so, what are the necessary conditions
to be able to do that? (The above mentioned allocation
precedence condition is one of them.)
• Will all available processors be allocated load in the

optimal solution for the general case?
• How many processors out of those that are allocated

load will have idle time in the optimal solution for the
general case?

These are some of the questions that we attempt to an-
swer in this paper.

3. Problem Description

In this paper, a divisible load refers to an arbitrarily divis-
ible load [4, Chap. 1] that can be divided into any num-
ber of fractions of arbitrary size, without restriction on the
granularity of division. Each fraction undergoes identical
processing irrespective of its size, and there exist no prece-
dence relations between the fractions, so that each fraction
can be processed independently of the others.

3.1 System Model

The divisible load J is to be distributed and processed on
a heterogeneous star network H = (P,L,E,C) as shown in
Fig. 1, where P = {p0, . . . , pm} is the set of m + 1 proces-
sors, and L = {l1, . . . , lm} is the set of m network links that
connect the master scheduler (source) p0 at the center of the
star, to the slave processors p1, . . . , pm. E = {E1, . . . , Em} is
the set of computation parameters of the slave processors,
and C = {C1, . . . ,Cm} the set of communication parameters
of the network links. The computation and communication
parameters are the inverse of the speed of the processors and
links respectively, and are defined in time units per unit load,
i.e., pk takes Ek time units to process a unit load transmitted
to it from p0 in Ck time units over the link lk.

It is assumed that all processors are continuously and
exclusively available, and have sufficient buffer capacity to
receive the entire load fraction in a single installment from
the source. The values in E and C are assumed to be deter-
ministic and available at the source. Based on these values,
the source p0 splits J into parts (fractions) α1, . . . , αm and
sends them to the respective processors p1, . . . , pm for com-
putation. Each such set of m fractions is known as a load
distribution α = {α1, . . . , αm}. The source does not retain

Fig. 1 Heterogeneous star networkH .

any part of the load for computation. If it does, then it can
be modeled as an extra slave processor with computation
parameter E0 and communication parameter C0 = 0.

All processors follow a single-port and no-overlap
communication model, implying that processors can com-
municate with only one other processor at a time, and com-
munication and computation cannot occur simultaneously.
A few papers have dealt with DLS with a multi-port model
[32]–[34]. This model was first proposed for Hypercubes
in [35]. If it is possible to have as many ports as there are
slaves, and also be able to program the source to commu-
nicate simultaneously with all the slaves, then the problem
of sequencing allocation and result collection becomes ir-
relevant. We use the single-port model for the following
reasons:

• Traditionally, DLT has used the single-port (sequential)
communication model, as evidenced by the large body
of literature using this model mentioned in Sect. 1 and
2 versus the three papers [32]–[34] cited above for the
multi-port model.
• As mentioned in Sect. 1, this paper addresses DLS

on generic heterogeneous systems such as the Internet
and volunteer computing platforms. The master-slave
topology is an application-level logical construct on
these systems. The source is not a special machine as
used in the papers [32]–[35] referenced above, but can
be any machine that wants to participate in the compu-
tation.
• An experimental setup such as the one described in

[30], [31] using MPI (Message-Passing Interface) to
implement the master-slave processing follows the
single-port model as it is found to be more realistic in
practice. As noted in [36], scatter-gather operations
in MPI need to be improved before it can be reliably
used for simultaneous data transfer to and from several
slaves.
• If each slave was to be connected to the master by a

dedicated link (port), then the number of slave proces-
sors that could be used would be seriously limited as it
is not practical to have a large number of physical ports
on a computer.

The execution of the divisible job on each processor
comprises of three distinct phases — the allocation phase,
where data is sent to the processor from the source, the com-
putation phase, where the data is processed, and the result
collection phase, where the processor sends the processed
data back to the source. The computation phase begins only
after the entire load fraction allocated to that processor is re-
ceived from the source. Similarly, the result collection phase
begins only after the entire load fraction has been processed,
and is ready for transmission back to the source. This is
known as block based system model, since each phase forms
a block on the time line (see Fig. 2).

For the divisible loads under consideration, such as im-
age and video processing, Kalman filtering, matrix conver-
sions, etc., the computation phase usually involves simple
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Fig. 2 A possible schedule with m = 3.

linear transformations, and the volume of returned results
can be considered to be proportional to the amount of load
received in the allocation phase. This is the accepted model
for returned results in literature to date [4], [7], [20], [26],
[27], [30], [31]. If the allocated load fraction is αk, then the
returned result is equal to δαk. The constant δ is application
specific, and is equal for all processors for a particular load
J . In this paper, we assume 0 ≤ δ ≤ 1. The case for δ > 1
is left for future research.

The time taken for computation and communication is
a linearly increasing function of the size of data allocated or
transferred. For a load fraction αk, αkCk is the transmission
time from p0 to pk, αkEk is the time it takes pk to perform
the requisite processing on αk, and δαkCk is the time it takes
pk to finally transmit the results back to p0. Though a linear
model is considered for the computation and communica-
tion time, all results can be easily extended to affine cost
models.

3.2 Problem Formulation

In the dlsrchets problem, the source has to partition the
load J into fractions α1, . . . , αm, and manage the allocation
of these fractions to, and collection of the results from the
processors p1, . . . , pm in the minimum possible time. Let
T = {1, . . . ,m} be the set of tasks corresponding to the m
fractions that are allocated to, and R = {1, . . . ,m} be the set
of results that are collected from the processors p1, . . . , pm

respectively.
Though the load fractions (tasks) can be processed

independently of each other on the respective processors,
the single-port communication model implicitly induces a
precedence order on the distribution of the tasks and col-
lection of the results. Let ≺a and ≺c be total orders on the
sets T and R respectively, such that ≺a represents the se-
quence (order) in which processors are allocated tasks, and
≺c is the sequence in which results are collected from the
processors at the source. Then, i ≺a j implies that task i
precedes task j (or equivalently task j succeeds task i) in
the allocation sequence ≺a, and i ≺c j signifies that re-
sult i precedes result j in the collection sequence ≺c. If
{k ∈ T : i ≺a k ≺a j} = ∅, then task i is the immediate pre-
decessor of task j in ≺a, and is denoted as i �a j. Similarly,
if {k ∈ R : i ≺c k ≺c j} = ∅, then result j is the immediate
successor of result i in ≺c, and is denoted as i �c j. Define

Bi
≺a

:= { j ∈ T : j ≺a i}∪{i} and Fi
≺a

:= { j ∈ T : i ≺a j}∪{i},
i.e., Bi

≺a
is the set of task i and the tasks before i (predeces-

sors of i) in ≺a, while Fi
≺a

is the set of task i and the fol-
lowers (successors) of task i in ≺a. Bi

≺c
and Fi

≺c
are defined

accordingly for ≺c. The minimal element of ≺a is defined as
≺+a := ∃! i ∈ T : Bi

≺a
= {i} and the maximal element of ≺a is

defined as, ≺−a := ∃! i ∈ T : Fi
≺a
= {i}, i.e., ≺+a and ≺−a are the

first and last tasks allocated in ≺a. ≺+c and ≺−c are similarly
defined as the first and last results returned in ≺c.

For a given load J , the objective is to minimize the
total processing time T , which is defined as the time taken
from the point when the source first initiates the allocation
of tasks, to the point when the source completes reception of
all the results. From the system model in Sect. 3.1, there are
two important constraints to consider while scheduling the
tasks on the processors, viz. the exclusivity of the communi-
cation medium (single-port model), and the non-overlap of
communication and computation.

The schedule S of dlsrchets for a given load distri-
bution α, is a pair (t, r), where, t : T 	→ R

+ is the task
allocation start time function, and r : R 	→ R

+ is the result
collection start time function. In a feasible schedule, the
start times in t and r must satisfy the following constraints:

t j − ti ≥ αiCi ∀ i ∈ {1, . . . ,m}, i �a j (1)

ti ≥
∑

j∈Bi
≺a \{i}

α jC j ∀ i ∈ {1, . . . ,m} (2)

r j − ri ≥ δαiCi ∀ i ∈ {1, . . . ,m}, i �c j (3)

T − ri ≥
∑

j∈Fi
≺c

δα jC j ∀ i ∈ {1, . . . ,m} (4)

ri − ti ≥ αiCi + αiEi ∀ i ∈ {1, . . . ,m} (5)

ti � r j ∀ i, j ∈ {1, . . . ,m} (6)

r j − ti ≥ αiCi ∀ j ∈ {1, . . . ,m},∀ ti < r j (7)

ti − r j ≥ δα jC j ∀ i ∈ {1, . . . ,m},∀ r j < ti (8)

ti, r j ≥ 0 ∀ i, j ∈ {1, . . . ,m} (9)

The precedence constraints of ≺a are enforced by (1)
and (2), while inequalities (3) and (4) impose the prece-
dence constraints of ≺c and define the processing time T .
The fact that the result collection cannot begin before the
execution of the entire load fraction is complete is shown
by (5). Constraints (6), (7), and (8) impose the single-port
model so that no allocation and collection phase can overlap.
The non-negativity of the start times is ensured by (9).

Figure 2 shows the timing diagram for a feasible sched-
ule with m = 3. The time spent in communication with the
source p0 is shown above the horizontal axes, and time spent
in computation by the individual processors below the hori-
zontal axes. Since p0 does not retain any part of the load for
itself, there is no p0 axis.

In a lifo or fifo schedule, the order of distribution and
collection of fractions is predefined, which explicitly deter-
mines t and r once α is known. However, in the general case
this is not so, and to efficiently find optimal schedules, it is
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Fig. 3 Interleaved result collection.

necessary to constrain the number of possible values that t
and r can take. A lemma is stated based on the following
condition that reduces the range of optimal solutions to a
finite number.

Condition 1 (Allocation Precedence Condition):The source
should first allocate the entire load to the processors before
receiving any results from the processors.

Lemma 1 (Allocation Precedence Lemma): There exists
an optimal schedule for dlsrchets that satisfies the alloca-
tion precedence condition. (There may exist other optimal
schedules that do not satisfy the allocation precedence con-
dition.)

Proof. Consider a feasible schedule with processing time
T , that satisfies (1) to (9) for a load distribution α, and an
arbitrary order of allocation and collection ≺a and ≺c, such
that some results are collected before the load is completely
allocated first.

Then, there exists at least one pair (i, j) with i ≺a j,
such that the result collection starting at ri is followed by a
task allocation at t j, without any other intermediate commu-
nication phase as shown in Fig. 3.

Suppose that all load fractions in α, and all other start
times in t and r are maintained the same, and only the order
of collection of result i and allocation of task j is exchanged,
such that the new allocation start time of task j is t′j = ri, and
the new collection start time of result i is r′i = ri + α jC j.

Since the above exchange does not alter the order of
allocation of different tasks, the precedence constraints of≺a

defined by (1) and (2) still hold. Similarly, the precedence
constraints of ≺c, imposed by (3) and (4) also hold after the
exchange. The constraints (6), (7), and (8) are valid after
the exchange because the single-port model is not violated
by the exchange.

Only the conditions expressed by (5) require verifica-
tion. Before the exchange, the conditions ri−ti ≥ αiCi+αiEi

and r j − t j ≥ α jC j + α jE j are satisfied. After the ex-
change, the constraints (5) are still valid because r′i − ti =
ri + α jC j − ti > ri − ti, and r j − t′j = r j − ri > r j − t j.

From the above observations, it is clear that after the
reordering, all conditions for feasibility are still satisfied.
Moreover, the orders ≺a and ≺c are unchanged, and no ad-
ditional processing time is required for the reordering.

If a similar reordering is carried out for all such pairs
(i, j), then the allocation precedence condition is satisfied
with no addition in total processing time T .

Now if there is an optimal schedule for dlsrchets that

does not satisfy the allocation precedence condition, then a
reordering can be performed as mentioned above so that the
schedule satisfies the allocation precedence condition with-
out an increase in the total processing time. That is, there
always exists an optimal schedule that satisfies the alloca-
tion precedence condition, and only such schedules need be
considered in the search for the optimal schedule.

Two other basic lemma are stated before the dlsrchets
problem is formally defined.

Lemma 2: There exists an optimal schedule for dlsrchets
that has no idle time between any two consecutive allocation
phases and any two consecutive result collection phases.
(There may exist other optimal schedules that do not satisfy
this condition.)

Proof. Assume that a feasible schedule that obeys (1) to
(9), and in addition also satisfies the allocation precedence
condition, has idle time between the consecutive communi-
cation phases (see Fig. 2). Let the processing time be T , the
load distribution be α, and (≺a,≺c) be the orders of alloca-
tion and collection.

According to the assumptions in the system model, all
processors are available continuously and exclusively dur-
ing the entire execution process, and the source can only
communicate with one processor at a time. For any i �a j,
when processor pi completes the reception of its allocated
task at time ti + αiCi, processor pj is already available and
can start receiving data immediately at t j = ti + αiCi. Be-
cause the schedule satisfies the allocation precedence con-
dition, load is first distributed to all the processors sequen-
tially before result collection begins. Thus the start time
of each task i ∈ T can be brought forward so that ti =
t≺+a +

∑
j∈Bi

≺a \{i} α jC j, and the inequalities (1) and (2) are re-
duced to equalities without exceeding T .

Following a similar logic to the one above, the re-
sult collection of each result i ∈ R can be delayed to the
extent necessary to make the result collection start time
ri = T −

∑
j∈Fi

≺c
δα jC j, with inequalities (3) and (4) reduced

to equalities and no extra time added to T .
Since any feasible schedule can be reordered in this

manner to eliminate the idle time between communication
phases, it follows that the optimal schedule to dlsrchets also
has no idle time between any two consecutive allocation and
result collection phases.

Lemma 3: There exists an optimal schedule for dlsrchets
that has no idle time between the allocation and computation
phases of each processor. (There may exist other optimal
schedules that do not satisfy this condition.)

Proof. Following an argument similar to the one used in
Lemma 2, since all processors are always available, they
can begin computing immediately upon receiving their load
fractions in the allocation phase without affecting the sched-
ule.

Thus, any processor pi begins computing its allocated
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Fig. 4 Schedule with some idle time eliminated for m = 3.

task at time t≺+a +
∑

j∈Bi
≺a
α jC j without crossing the time in-

terval T . Since any feasible schedule can be reordered in
this manner, the optimal schedule to dlsrchets too has no
idle time between the allocation and computation phases of
each processor.

Theorem 1: There exists an optimal schedule for dl-
srchets that satisfies Lemmas 1 to 3.

Proof. If there exists any optimal schedule that does not
satisfy any of the Lemmas 1 to 3, it can always be reordered
as explained in the respective proofs to satisfy the same.

From Theorem 1, it follows that only those schedules
that satisfy Lemmas 1 to 3 need be considered in the search
for the optimal solution to dlsrchets. A possible timing di-
agram for such a schedule is shown in Fig. 4.

From the preceding discussion, it can be concluded that
the start times t and r in the optimal schedule for dlsrchets
can be determined from the sequences ≺a and ≺c, and the
load distribution α that minimize the processing time T .
Hence instead of finding t and r as in traditional schedul-
ing practice, the dlsrchets problem is formulated as a linear
programming problem, to find ≺a, ≺c, and α that minimize
T . Once the optimal values of these variables are known, it
is trivial to find the optimal schedule.

The constraints (1) to (9) and the Allocation Prece-
dence Condition are combined into a unified form, and for
each processor pi, constraints on T are written in terms of
Bi
≺a

and Fi
≺c

. The dlsrchets problem is defined as a linear
program as follows.

dlsrchets (DLS with Result Collection on HETeroge-
neous Systems)

Given a heterogeneous network H = (P,L,E,C), and a di-
visible loadJ , find the sequence pair (≺a,≺c), and load dis-
tribution α = {α1, . . . , αm} that

Minimize ζ = T
Subject To:

∑

j∈Bk
≺a

α jC j + αkEk +
∑

j∈6Fk
≺c

δα jC j ≤ T

k = 1, . . . ,m (10)

m∑

j=1

α jC j +

m∑

j=1

δα jC j ≤ T (11)

m∑

j=1

α j = J (12)

T ≥ 0, αk ≥ 0 k = 1, . . . ,m (13)

In the above formulation, for a triple (≺a,≺c, α), the
LHS (Left Hand Side) of constraint (10) indicates the total
time spent in transmission of tasks to all the processors that
must receive load before the processor pi can begin process-
ing its allocated task, the computation time on the processor
pi itself, and the time for transmission back to the source of
results of processor pi, and all its subsequent result trans-
fers. For the no-overlap model to be satisfied, the process-
ing time T should be greater than or equal to this time for all
the m processors. The single-port communication model is
enforced by (11) since its LHS represents the lower bound
on the time for distribution and collection under this model.
The fact that the entire load is distributed amongst the pro-
cessors is imposed by (12). This is the normalization equa-
tion. The non-negativity of the decision variables is ensured
by constraint (13).

The dlsrchets problem is defined similar to the prob-
lem addressed in [26], [30], [31]. The throughput maximiza-
tion problem addressed in [26], [30], [31] and the execution
time minimization problem addressed in this paper are duals
of each other, and can be transformed from one form into the
other. Because all equations are linear in the decision vari-
ables, an optimal solution to one form is also an optimal so-
lution to the other form. However, the problem formulation
given in [26], [30], [31] is applicable only for a single pair
of allocation and collection sequences. lifo and fifo were
selected as two instances of the problem and respective op-
timality results were derived. The formulation in this paper
is completely general and the scope of the problem is global,
i.e. for all possible allocation and collection sequences. The
optimality results for lifo and fifo presented in [26], [30],
[31] can be easily derived as subsets of this generic formu-
lation.

To keep the dlsrchets formulation as general as possi-
ble, we have not included the idle times in the definition of
the problem as in [30], [31]. In [30], [31], it is assumed in
the system model itself that idle time always lies between
the computation and result collection phase of a processor,
when it may not always be so. The idle time can lie any-
where on the time-line. Lemmas 2 and 3 prove that idle
time can be transferred to lie between computation and re-
sult collection phase of a processor.

Moreover, there is a discrepancy in the formulation
used in [30], [31] because the constraints (2a) (correspond-
ing to (10) here) are expressed as inequalities. These must
actually be equalities since the idle times (xi) are already
considered in the equations.

The decision version of dlsrchets used to analyze the
problem complexity is:
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dlsrchets (Decision)

Instance: Heterogeneous network H = (P,L,E,C), divisi-
ble load J , time interval T .
Question: Can loadJ be processed onH , in at most T units
of time?

Finding an optimal solution to the dlsrchets problem is sur-
prisingly difficult. In fact, there is no known polynomial-
time algorithm to find the optimal schedule for the general
case considered in this paper, nor has the NP-completeness
of dlsrchets been proved. The problem is in NP, since the
values of the two permutations and the load distribution can
be guessed, and it can be checked if the answer to the deci-
sion question is true or false.

4. Analysis of Optimal Solution

The processors allocated non-zero load fractions are called
participating processors or participants.

Theorem 2 (Idle Time Theorem): In the optimal solution
to the dlsrchets problem, irrespective of whether load is al-
located to all available processors, at the most one of the
participating processors has idle time, and the idle time ex-
ists only when the result collection begins immediately after
the completion of load distribution.

Proof. For a pair (≺a,≺c), the dlsrchets problem defined
by (10) to (13) always has a feasible solution. This is
because, for any load distribution α that satisfies (12), T
can be made arbitrarily large to satisfy the inequalities (10)
and (11). It implies that the polyhedron formed by the con-
straints of the dlsrchets problem, P := {x ∈ R

m+1 : Ax ≤
b, x ≥ 0} � ∅.

According to the theory of linear programming, the op-
timal solution to dlsrchets is obtained at some vertex of
this polyhedron [37], [38]. As the dlsrchets problem has
m + 1 decision variables and 2m + 3 constraints, in a non-
degenerate optimal solution, at the optimal vertex, m + 1
constraints out of these must be tight, i.e., satisfied with
equality. In a degenerate optimal solution, more than m + 1
constraints are tight.

It is clear that in an optimal solution, (12) will always
be tight, and T will always be greater than zero. This means
that m constraints out of the remaining 2m + 1 constraints
will be tight in a non-degenerate optimal solution. There are
two possible ways to proceed with the analysis at this point
depending on the assumption regarding the allocated load
fractions in the optimal solution.

1. ∀ k ∈ {1, . . . , m} : αk > 0.
In this case, all the load fractions are assumed to be
always greater than zero, i.e. number of participants is
m. Since all decision variables are positive, there can
be no degeneracy [38, Chapter 3].

It leaves only m + 1 constraints (10) and (11), out of
which m will be tight in the optimal solution. Hence,
in the optimal solution, either,

(a) the m constraints (10) are tight, and the (11) con-
straint is not, or

(b) the (11) constraint is tight and one of the (10) con-
straints is not.

If any constraint from (10) and (11) is not tight in
the optimal solution, it implies a shortfall in the LHS
as compared to the optimal processing time. In con-
straints (10) this shortfall represents idle time in a pro-
cessor, while in (11) it represents the intervening time
interval between completion of load distribution from
the source and the start of result transfer to the source.

Thus, if the option (a) above is true, then none of the
processors have any idle time in the optimal solution. If
the option (b) is true, then one of the processors has idle
time, and since this happens only when constraint (11)
is tight, it means that idle time in a processor exists only
when result transfer to the source begins immediately
after completion of load allocation is completed. This
is similar to the analysis in [30], [31].

2. ∃ k ∈ {1, . . . , m} : αk = 0.
In this case, some of the processors can be allocated
zero load in the optimal solution.

The analysis has two parts — for non-degenerate and
degenerate optimal solutions.

Non-degenerate Optimal Solution

If there are p (p ≤ m) participants in the optimal so-
lution, then m − p constraints of (13) are necessarily
tight. This means that out of the m + 1 constraints (10)
and (11), only p constraints will be tight in the optimal
solution. Hence, in the optimal solution, either,

(a) p of the (10) constraints are tight, m− p of the (10)
constraints are not tight, and the (11) constraint is
not tight, or

(b) the (11) constraint is tight, p − 1 of the (10) con-
straints are tight, and m − p + 1 of the (10) con-
straints are not tight.

In the optimal solution, if the option (a) is true, then
m− p processors have idle time, while if the option (b)
is true, then m − p + 1 processors have idle time.

Since m− p processors are not allocated load, it is obvi-
ous that they are idle throughout in either of the above
two options. The additional processor with idle time if
the option (b) is true has to be one of the participating
processors. This means that idle time in a participating
processor exists only when the result collection begins
immediately upon completion of load allocation.

Degenerate Optimal Solution

Similar to the non-degenerate case, if there are p (p ≤
m) participants in the optimal solution, then m− p con-
straints of (13) are necessarily tight. Since the optimal
solution is degenerate, more than p constraints out of
the m + 1 constraints (10) and (11) will be tight.
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This means that in the optimal solution, irrespective
of whether the (11) constraint is tight, at least p of
the (10) constraints are tight, and less than m − p of
the (10) constraints are not tight. Since m − p proces-
sors are necessarily idle, some of the (10) constraints
corresponding to the processors allocated zero load are
tight in the degenerate solution.

Since ∀ k ∈ {1, . . . ,m}, Bk
≺a
, Fk
≺c
⊆ {1, . . . ,m}, it implies

that,
∑

j∈Bk
≺a

α jC j ≤
m∑

j=1

α jC j k ∈ {1, . . . ,m}

and

∑

j∈Fk
≺c

δα jC j ≤
m∑

j=1

δα jC j k ∈ {1, . . . ,m}

It follows that,

∑

j∈Bk
≺a

α jC j +
∑

j∈Fk
≺c

δα jC j ≤
m∑

j=1

α jC j +

m∑

j=1

δα jC j

k ∈ {1, . . . ,m} (14)

If (11) is not tight, then the RHS (Right Hand Side)
of (14) is strictly less than T . That is,∑

j∈Bk
≺a

α jC j+
∑

j∈Fk
≺c

δα jC j < T k ∈ {1, . . . ,m} (15)

If ∃ k ∈ {1, . . . ,m} : αk = 0, then αkEk = 0, and
from (15), it immediately follows that the correspond-
ing constraint from (10) can never be tight.
Thus, a constraint corresponding to a processor pk al-
located zero load is tight in the optimal solution only
if ∑

j∈Bk
≺a

α jC j +
∑

j∈Fk
≺c

δα jC j − T = 0 (16)

or equivalently if (14) is satisfied with an equality, and
the RHS of (14) is equal to T , i.e, the (11) constraint is
tight.

It is now clear that a degenerate optimal solution exists
only when the (11) constraint is tight, and the condi-
tion (16) is satisfied. To find when the condition is sat-
isfied, consider the case where for some pair (≺a,≺c),
one or more of the processors allocated zero load fol-
low each other at the end of the allocation sequence and
the start of the result collection sequence in the optimal
solution.

For example, if αi, α j, αk = 0, and one or more of the
following occur (the list is not exhaustive):

• ≺−a= i and ≺+c= i
• i �a j, ≺−a= j and ≺+c= i
• i �a j, ≺−a= j, ≺+c= k and k �c i

Only if such tail-end zero-load processors exist,
then (14) is satisfied with an equality. Finally, if con-
straint (11) is tight in the optimal solution, then it fol-
lows that the constraints corresponding to these proces-
sors are tight.

The linear program obtained after eliminating the re-
dundant constraints corresponding to the tail-end zero-
load processors has a non-degenerate optimal solution.
This is because, the feasible region defined by the con-
straints of the non-degenerate problem does not change
after addition of the redundant constraints. Hence only
a single participant processor has idle time in the de-
generate optimal solution.

From the preceding discussion on the optimal solution to the
linear program for a pair (≺a,≺c), it follows that in the op-
timal solution to the dlsrchets problem, (≺∗a,≺∗c, α∗), at the
most one participating processor can have idle time. The
idle time occurs only when the result collection from pro-
cessor ≺+c starts immediately after completion of load allo-
cation to processor ≺−a .

There are m! possible permutations each of ≺a and ≺c,
and the linear program has to be evaluated (m!)2 times to
determine the globally optimum solution (≺∗a,≺∗c, α∗) for dl-
srchets. Since the solution to the linear program is com-
pletely determined by the values of δ, C and E, along with
the pair (≺a,≺c), it is not possible at this stage to predict
which of the processors or how many processors will be al-
located zero load.

If the load distribution is constrained to be strictly posi-
tive, i.e., ∀αk > 0⇒ p = m, then there is only one processor
with idle time in the optimal solution when (11) is tight. As
proved in [30], [31], for the fifo schedule, this processor can
always be chosen to be processor ≺−a . However, this may
not be true in general. For a lifo schedule under the same
constraints, no processor ever has idle time in the optimal
solution because (11) can never be tight.

5. Conclusion

In this paper, the dlsrchets problem for the scheduling of
divisible loads on heterogeneous systems and considering
the result collection phase was formulated and analyzed.

Among the main contributions of this paper are the
generic formulation of the dlsrchets problem and a proof
of the allocation precedence condition. The optimal solu-
tion to dlsrchets was analyzed in detail and it was proved
that irrespective of whether load is allocated to all proces-
sors or not, at the most one processor that is allocated load
has idle time. In the general case it is not possible to predict
which participating processor is the one with idle time. It
was proved that the idle time exists only when the source
starts to receive results immediately after completion of the
distribution of the load to the participating processors.

As there is no known polynomial time algorithm to ob-
tain the optimal solution, future work involves proposing



2242
IEICE TRANS. COMMUN., VOL.E91–B, NO.7 JULY 2008

heuristic algorithms to solve the dlsrchets problem.
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