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Abstract

Implicit Neural Representations (INRs) embed video signals into neural network parameters and repre-
sent them as implicit functions, providing a promising framework for video representation and compres-
sion. Although INR-based methods can reduce decoding to a simple forward pass of a compact neural
network, they still face several challenges: (i) temporal redundancy in frame-derived input features, (ii)
difficulty in reconstructing high-frequency details due to spectral bias and upsampling, and (iii) degraded

spatial continuity and temporal consistency caused by local decoding strategies.

This thesis addresses these issues from two complementary perspectives. First, we introduce a two-
stream representation that separates frequency bands. The high-frequency stream (HF-stream) extracts
content-adaptive features from high-frequency components to suppress temporal redundancy and better
preserve fine details. In contrast, the low-frequency stream (LF-stream) reconstructs temporally smooth
components from time indices to improve temporal consistency. By integrating the outputs of the two
streams, the proposed design aims to achieve both high-frequency fidelity and temporal consistency.
Second, we propose a patch-wise decoding strategy based on Structure-Preserving Patch (SPP). By
applying a deterministic pixel rearrangement analogous to PixelUnshuffle, each frame is transformed
into a set of structure-preserving patch images, which helps suppress boundary discontinuities while
enabling local refinement. We further design a global-to-local conditioning scheme in the decoder so that

the global layout is captured first and local details are refined afterward.

Experiments on standard benchmark videos show that the proposed designs improve reconstruction

quality and compression performance over existing INR-based baselines.

Keywords

Implicit neural representation, video representation, video coding.
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Z 2T PS(+) & PixelShuffle, s, &7 v 7% > 7V IERTHZ. —HT, AP 7L —2sKHDOATIE
WENS W, BROBBENRT v 79> 70 NS REHIFNC X D, MRl 72 257 v F o
JE RS DOFERERDHE L K 258N H 2. ZORERET 270, B TIE AR OIERPE S
DUBRPRREEINTWVS.

2.3.2 HNeRV

HNeRV [13] 1&, BEEERH (@2 I3 7a—%) LIRERE (WNAKREFEOHEDIAAL) ZHAE
HEIANA Ty FREE LT NeRV 25T 5. BfRIICIX, ConvNeXt 71 v 75D 575 5 B[EA
YA-RICEDET L =%V P REDIABNERL, ZOMDALE AT UTHEER T 3 — X5
ZVL—s2i55 5. 7L —ABHEHDIARNE KEREFES N, BIEOKEDIEZT 2 — XEAICHEEAN R
ENB7, BMBRBHOMBE 2R LoD, WHEBSZAINC XD BREERMERE & RO & 23 #ifFC© &
5. =T, 7L—AZ b ICHDAAZREET 2MEE, 7L —280THAI L THDIALY 4 X038 LE
5. L7755 7T, HNeRV OB Y 4 X THDIAAY A A+T7a3—-KF 4 X e LTRZ LN, ESERE
ERBPAZ DL — FA TGP EEL 5.

2.3.3 Boosting NeRV

Boosting NeRV [4] i%, NeRV R¥IDOES#EEICHE T, FHEFHHE BE 7 L —20R—MEHR Kok
RIER) OEEEZIRINCHEILT 2729, & 7 a—4& (conditional decoder) ZEA T A TH 5.
WRDZ S DFETIE, 7V — 24 t ORMEHEHRGANROREEDAAL (HD0E7 L —aHDIAL) 1TF
ELTRIEL, FHMEPEEZ L - t0IRBE LAV EPEMRMEDO R MLy 28 D1G5.
AN U Boosting NeRV &, FifEE#RZ W THRERHEE BEREINCEHFAT 2 Z 2T, EHS2KE @ U 7R3
BEZRT. 7, $EHI V-4 I, 2OoNBKREOHDIAA vy, 21§ 2HDIALERS E() (N4 7Y v R
KT 7L —2axzra—&) ¢, EHLLZ7 L — AR t 2 HRERIEDAA 2z, 2152 /N MLP M(-)
(FEfEBEDIABLERIR) #HET 3. ZDr %, Boosting NeRV BT 2185 (EH) ok ERATEE
ns.

y=E(I; ; ¢) (2.10)
z = M(PE(t) ; v) (211)
I, = Fys,z; 0) (2.12)

Z Z°T PE(:) i Positional Encoding, F(-) B&EMMNETFTa—& (7L —2HMElA Y PV —2) TH5.

S EEEEE F OFIZ, REBEDIAA 2z, IZEIOWTHMERE 7 7 1 Y EH#13 3 Temporal-aware
Affine Transform (TAT) TH%. BEFEOFMTFFIETAL Hnens AdalN [15] 1%, BRI L &=
774 YEBERELTED, T-XAOBEGEAEE TS INR OEHEE AT LIRELEV. ZORE
% %2, Boosting NeRV TIZIEMbEfEDL W TAT 2EA L, FHMY f, 2XRCLHEHT 3.

TAT(fe | ¢, Be) =7 © fe + B (2.13)

Ty BEO B &z POERINZF XY ANTEDATr—ABIUET 7 MTHY, o FERE (%M
HEC 7o —Fxy 2 b)) 28T, EHEEZ, NeRV-like 27 v 7> 7V 77 my 7 0B%EIC TAT 7%



Tay AL, BEEORERTH—MEREIAT 2HEZERS. X 51T Boosting NeRV 13, NeRV-like
78y 7 12B BIEHE BB PR O 2B T 2 UCEH L, GELU ofh D ICIEKIEMEZ v

7= Sinusoidal NeRV-like (SNeRV) 7mvy 7 ZEHA T 3.

738, NeRV, HNeRV, X Boosting NeRV (HNeRV-Boost) D2{EHERKD L E XK 112, &Fik
THWBHNE 71y 2 (NeRV block, SNeRV block, TAT block) D% X 22 1RT.

Frame idx 0 =2 . NeRV NeRV __~ NeRV 3
t m-5 ' Block Block Block 2!
(a) NeRV
Frame | ConvNeXt _,! NeRV  NeRV __ = NeRV § '
I Encoder i . Block | Block Block (2]
(b) HNeRV
Frame idx 2
c TR l l
Frame ConvNeXt | | SNeRV  TAT SNeRV ~ TAT |3
I, ~| Encoder Block Block °°®°® Block  Block &

(c) Boosting NeRV

—

Reconstructed
Frame

Iy

Reconstructed
Frame

I

i Reconstructed

Frame
I

2.1: Neural Video Representation 28 2 REFED 7 —x7 7 F v L. (a) NeRV XFZl ¢ ©
Positional Encoding # A1 LT7 L —2a%4MKT 5. (b) HNeRV &7 L — &0 S 3H L 72187

HDABE AN TEANAL Ty FEEEREAT 5. (¢) Boosting NeRV X 0IAAICED < 55

S (TAT) ZES@TRAFHAL, TEREOBRE2ELT 5.

4B 5 - 5
(%2
=N R = = = |-

(c) TAT Block

AUOD
AUOD
ANIS
AUOD

REDR]
AUOD

(a) NeRV Block (b) SNeRV Block

2%

Condition

2.2: NeRV RFITHWSNZ% 71 v 27 (NeRV block, SNeRV block, TAT block) DHK.



2.4 ENEEHE

PR, —ficL— b (bitrate) ZMRZODOEA (HEHL) 2RMET 5L — b EAEREL (Rate-
Distortion Optimization : RDO) OMHATIZ Sh 5. 1EROFEFN [0, 2, 8] TIX, By =HmETH,
2 - BT, V—THNT7 4R, 2 brbE-—F{ELFEOY -LZHAGDE, RDO KESVWTETL
NIR=RRPE— FEHEDFFNRT A=K ZBEIRT 2 Z L TEHOVEMEREZER L TE k. FHBUEMTE,
A=t ra—RESKEERBZETLL, BREFTAMCHE S DY PrEY—fFEickoTL— 2R
BHhoD, BALOMER/MET BETHEET 2 ZehZ.

INR 12 X 2 B)EEMETIE, MPERIRT LI, BEEZT7Ta—XEA 0 BB ANEDIAAL {2z}
YLTEBL, ChorRT L HELLTEET 2 DS 5. Les -, EfIRE, (1) EaB&
CHIDAL DR EA, (i) FELICHV2HERET L, (i) EORTANBEREEZEHD Y TEH (ESH -
T—%7 7 F v &ED, WHEAKET L. AT, BSEIBO TRICK D EMMEZSE LD, B
FiEe L TL— M EAR LT 5.

Enc. — Z; — Dec.
transmit

Enc. —ow1.— Dec. d
ata

Z; — Dec.
traditional codec INR based

2.3: {ERDOHEFE(Ly INR R — B EAE O QLB 7 1 — L,

25 LTIV

ARETIE, RMXOWEBEFIELHYNAIEMNT 272012, FTHEREN=2—-F1LKRE (INR) oERLL ¥
BREZ B U7z, BARANCIE, FEEEANSN S 2Bk e L TES 2R T o2MlAa L, #EICBWTAE
LB ART PAANAL 7 REOWEEZHBIL, @EEELRETICHTIZANKRE - 2y b7 — 7RGt HEE N
RRER L7z, Xz, INR ZEjE~#H L7z Neural Video Representation ¥ LT, NeRV %HUMI A IR
L7 a—XiEIEBE L, HNeRV % Boosting NeRV 7232 1L Z VD IA A DN LS iric &k o T
HERMEEEE RO 2 e 2idRTe. 251, IEROTFSIABTHI - 2 - R A Eeicr— 8
HIEE L ZITS DT L, INR R—ZAEHEET 2 —XEA L HDALZ R - FFELL TEET 2 UK
BB D5 Z e R T



E3F

NREHBE—BERFOIOHDZa1—5
ILENEFRE

3.1 [FL®IC

I, 4 v 2—2 v O KR EBEEEY — CROMRICHEY, S ERBIEZ RN RE - BT 57
S OB RN A E T EITEEICKL > TW5. Moving Picture Experts Group (MPEG) ZFub e LT%
 OEERITEMEMPEHEL XN TE Y, HEVC/H.265 [2] ° VVC/H.266 [3] 1I2fXR SN 2RO BHE TS
LHIRG L, EWEMER e FRANRESHERZWM L CEL. —HT, Iok2EEMEEZENE LY —
DB ERREH ORI X D ML L b, SHEREAS KOEEAFMOBEINZHEEZRTV. ZOER
DR, BEFEORRBIHEY, =2a—F3y b7 —2% AW ERREEERESTER I ATV S, H
TH, BEESEZ =2 -1y b7 =D I X—2r LTHDIAAL, BEREEKL UTRET 2N
= a2—7VEH (Implicit Neural Representation : INR) 1250  BjHEIRIZ, E5 %N EML % v b
7— 27 QIREFEE L TRETE 210 6EHEINTWS.

INR &, MREBIIHLT=a -1ty V=7 Z@EEHEIE, 3y PV —FVHEKEZESORBL LT
WOMMATH B, LizhoT, 2y bV =7 RF7X—=& (BLXUMNKET 2BEHDIAL) ZREL - EfET
5Illd, EEOEMICNIGT S, £, BHLES2EREBE LTar 7 MCRBTZ 265056, H
% |2, 06, 7, IR, 9] FE |6, 13, 20, 20, 22) ORI - F£#E, 3D > — |7, 23, 24, 25, 26]), 3D JBIREH#
5% (27, PR, 29] 7 YIRS \ﬁkﬁﬁﬂﬂ‘éﬂflﬂ

INR 12 & 2 BEEAE, TERDEMELR A T 74 e HIRLT, KOy by —ZEIC X DIEBI
BUII2EEaX P 2RBTE 5. ARNLMHA L LT, Neural Representations for Videos (NeRV) [6]
BI7L—2bB% (A>T v 7 R) ZANL, b2 7L —22MNT24 2Ty 7 AR—AELZEAL
Jo. TOWEIET7 L — 29 A4 XWKRELBZVANZHAWS 729, INR TNV 502 BN — 2 FE
R U THE - #ER RN TH 5. —75C, BIENEISHEIS L 727 L — 2B EREZ EZAINCEG 2700
e, IR T 7 RAF 2 R/ T 4 7= VOBREIEH L WGELRD 5.

ZAUTH L, HNeRV 3] 3% 7 L — a0 4l LR (BEHDIAL) ZATE LTHWS AL 7Y v
FAR—ZEEERIRRL, BHEEEO R -2 2 2 THERGEOR EEZXS. LirL, BHETL— A



LU T2 EE T, M SRS FLIL 2T <, ARSI RO ITTRESAET 2. BYE A
DBRTRIARBEROHIFES AR TH 270, ANFHORG 2B E TUREZMH T 2 0EZ 1D L. 25
2, BETYEICHNEST 2 ART PAAAL TR (v b7 =7 HBEEBES & D DIRERR S 2 EE LT85
ZHEMA) R, 9,00, 0 1CkD, 7Lb—2MTELLTVEEET 4 7 - VOBEEERI#HLIRDES. £
7z, N TV v FR—ZME IR HEERZHRINCAN Ligwe®, 71— AMBROE T AR —E
TEDMER & WS BUR T ERIMDIERS .

ARETIE, 7L —2EAHREFEERONGZEHL, &7 L — 20 E B D C AR BT & 7 #E L
THEST 2 MR EZIRET 5. RE2FER, @A OREMK%ZHES High-Frequency stream (HF-
stream) &, KRR T DEMKZIH S Low-Frequency stream (LF-stream) 225k Xt 3. HF-stream
TR7 L —20&HBRTDAEE AT L, KETUREZMH L 2R R & b fiERBEomkzX 2. —
Fi, WERS I HHRE D 3 M E R A IR R BRI S W TR L, RN — BN 02X 2. WEE2HE
5 2T, AFRIEMIGE L EMRROM L2 BT,

3.2 PBEEIAZE

3.2.1 HEO-OHOEERN=-1—FILKRIR

IR, INR GE% - Bji - 3D & — Y RESHARESRIUGHA I ATV . HEPY -V RELREZD
RAZ T, HMEMNEZRIEE 2 BLE y (H2VIEEXTEE) 2 ANL, MET 2E5M#% T3 28
R —20 INR [@, 12, 08, 17, I8, 19, 23, 24, 25, 26] 254 < v sz, BiEAIER T 23581, HEEE
LR RS RERE (2, y,t) AT T2, 7L — LECCRREEDIENN S 2 L 228 Y > OB KIEC
Bz, PEBICHROHERIMERLPL TV, ZOHIFIOFT, NeRV B ITREZINE 7L —LR=2D
BE INR 2HER STV 3.

ZL—AR—ZD INR &, EBRITCDOAND2E 7L — 2K % —4EERT 2 mICFH#AH 5. NeRV 137
L= (AT v I R) BANETEA YT v VAN EEA L. ZOANERE 7L — 244
RIARFE L I8\, BER—ZDOFIRE IR U THY - R 2 MIH T Z 5. NeRV 2 L U 7=l
72 Ti&, E-NeRV [20] BRES Skt O RIC & D REEEH O L2 K> TWws. £/, DS-NeRV [22] (3B
DB & I 2 7 HES 2 2 e THARMELZ E 5ICEDTWS. —F, HNeRV [13] 3& 7L — 2%
S L 2RiE GBEEDIAR) 24y P =2 ANCHWAE AL 7Yy FEEZREL, 1Ty 7 R
N—ZAFEL AR THEER DX — 2% X DRRMICHZ 2. X512, DNeRV 2] EBHE 7 L — 2D 7%
DERERETZ 2 TAA 7Yy FRERIGRL, HEEZBEEREZER L T2,

3.2.2 BHEEME

BER OB S CH 2 HEVC/H.265 [2] ® VVC/H.266 [3] 13, HRIEHRI ML 712 X 4
(F0 v 258, MEHETH, 2% BT, T b o C— PR DR, SRR L EHE E
BLTE . —F, IEFEREEFEICHES PR SRS T 5. YRS [, 5
15— & KB G LR R BT % 5 KT, 7SSO MM > T2E a2 F AL, S



DIEL R DGEDD 5.

INR RESLBEEMOZ L, BT —XE=2—F013xy b —=2DRITX—& (BIUOMHHT 38
FEHDIAL) ~NFIRINTHEDAL Z L ICERZE VTV S, BARKICIE, BIEZEDAAL XY NV —2EA
R LTEAID, &7, =Y etk 2#lf T2 e CREEXHIRT 2. ZolfaTid, &
SO ENERR Ay F T — 27 OIEGIE TR SN2 720, EfkEs e Bl ofEicls 3. —F4
T, FHENN U THDIAA L EMiEEINCEE T 20805 ), WAKOBRTESN2H 5. £, INR
R— ZBEEFFOEMNREZ S HICED 2702, T2 bab—FEbr BFLEFAZME LVl [30]
LIEINATWVS.

3.3 REFE
3.3.1 =

BEEMICBVT, RONZFESRCTHIEZMERMNCKRET 2121%, REGMOTEEZIHEILoD, &
B’ 4 7 — VOB RN — B OMR 2 W3 2 BESWIBHIEETH L. LrL, " TVUy FR—=2
HHEICBWT 7 L— a2k oRHe it 32 &, BiHEY L — AMOBEMIERIGER U TR s LS5
, ANFEONEEHERS. F2, —a—I 03y FY—=JDART MLANAL 7R [R 9,00, 1] i2X D
fE JER Ay D FRERUREE L <, RERATEER 2 BIZRANICRIA L7z niG & i IR R — B O fELRIC & BRE DR 5 .

IS OB T 27012, AETEK B ITRT IREMRERET 2. #E2FHER, Ah7r—
20 2 S EERE 2 U CREIL L, SERAIDES 2 5 High-Frequency stream (HF-stream) ¥,
7 L — ARENZFE DWW CTREEE %185 3 % Low-Frequency stream (LF-stream) #iHASHE 3. REMN
BTN 7 L — 2, TR BT, B2) L AIFORE 2 R TMBEHEICED, WA M) —2DHZEKRL
TH5.

— HF stream
— LF stream
— High-pass Filter

X 3.1: BRFIED7 —F 77 F v, HF-stream (FRF) ¥ LF-stream (F#R) ZHV, MEOH %
MET 2 THBK Y L—2%218%. KOE({R 33] 1 CC BY-NC 4.0 74 Y ZADO R THHALT
W3, (SCHR 4] X DERER. )
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3.3.2 High-Frequency stream

HF-stream (&, &EEKT OFMERZ e LTHES % v P 7—2 (High-Frequency Decoder : HFD) 225
7%%. HFD 34 7V v RR=ZEEEZHHAL, 7V —2aBHEOAe LTy a—&ptd2sar s
MR GBTEEIDIAAL) ZHVS. N4 7Y v FIEETE, R A 38D T/hEw (i 216 x 2 x 4)
HEt D7, BoNIIotTHRARERE 5T 2 C3MEN 2RISR RTH 5. 72721, HNeRV
DI T7 V=22 [ »OREEMET 2358, BHET L — 20BN EWEINCD 2 Z L2 SRED
FLILT L, ANFEONEEDIEL 5. KBE21E, #iE7 L — 210 E % 16 x 2 x 4 OF#%E 8 x 16
BIL L CAME L 72BITH D, HNeRV TIEBHE 7 L — AMCTEL L 2/B#AER S AP T VI L ZRLTY
3. 20X RELRBICESCESTIE, 70— AMTERNPKECERBERD D HmcRE NS, HIE
RO T V.

ZOMREIHLT 2720, REFETEAN 7L —LIAA RZR 7 4 LR EHEH L CEARKS 1Y %
L, chezya—Xc AN L TREILS 2. SR E—RICREAROZE P KE L, Bi#E7 L —4
T OB NE Wiz, Z2 226G 5N 2 REIXTTRESMZ 5h, MEERHOMRAICTFE T2 L
Wifrxh s, @A IV 3y a—& B() X D IEIOCRY f, ~Efaxh, HFD 12k b @REEMD

AR TP 2 eh 3.
fo=E(I") (3.1)

I = HFD(f,) (3.2)

ZZT, T¥a—xiZid ConvNeXt 71 v 7 [34] Z W, HFD & HNeRV 71 v 7 [13] ZEEEAEE L T
KT 5.

Ours HNeRV

Sl P
el ¥
xR ¥

3.2 Toa—Zh oS h - £, OB REFECIEEE Y L — AMORMOBELAIH S, 7
Lo AZ L OmERES SRS NS, (ot [1] & DR, )

t=0

N
Il
-

11



3.3.3 Low-Frequency stream

LF-stream (&, (KEFERTOBEHEREHES A VT v 7 AR=—EETH Y, ZRES—L S +rn> (MLP) &
BHD NeRV 70 vy 7 [6] 2OMRENS. TIT, 2y b7 —=I 5 X—=ZBEHHT 579, LF-stream
®D 7 a—&% Low-Frequency Decoder 1 (LFD1) 8 XU Low-Frequency Decoder 2 (LFD2) =224}
%9 %. LFD1 B & LFD2 (& HF-stream @ HFD (ZHEART/IMNRBUCEEGT U, EEBHE O R R % &8 12
HbE 2. WEBEEE—RCRE A ROMEBERE L, 7L —aBEEHEREZHWT LS 71— ARZNTHED <
AR KD R —EHEZRER TV, £, 4 VT v 7 AR—ZAFERZ T L — 25 ol SR R
T 2REDIR N, AR OFBEICB W TR TH D, BEHKRBEORKY 4 X2 EME 82w,

REFETIE, 7V—2aFFl ¢ % (0,1] OFEFICIERML L, Positional Encoding [B, @, B5] & & b KItHiik
LBz A1 e UTRAEBMDIES %217 5. Positional Encoding 7o, (t) 1Z XX TEFET 5.

Yo,n(t) = (sin(b7t), cos(bOmt), ..., sin(b"mt), cos(b™rt)) (3.3)

ZITHBEE N BAAR—RFIX—=RTHE. yon(t) DEENZ, b* OMEICIEL TR ZHEM R 7 —1
WHURICRIG L, b PN EWIEEREANZEL, REWECEIINARZCERBA LS TV, —AT, n &K
LT LB MZLZ RBL LT <722 KIH, v0,0(t) DXRITHHEIT 272D MLP D85 X — X7
HWRLLTWV.

Z ZTAFETIE, " 8= F7X=Zm (0<m<n) ZAHVT v,(t) Z 70,m(t) & Ymi1,n(t) D=D
WCHEIL, Thehk o0ty v 7 —2 LFEDL, LFD2 AAN$ 3. ZopEhckb, Ah - HhXT
WHAFT 2 MLP S5 X —XZHIRTE 2. FlZEm %2 n OBXZEPCHEET S L, MLP 85 X — &
EBEZFBTED. T2, you(t) ZEARBHNZ L ICBE MR 7 — L OZLELRT 0, BB
PO TS A AN ENIRIRBENT DR T Z2MEZ OO X —XHIREERTZX3 #2515, LF-stream
OHAERATERENS.

I = LED1(vo,m (1)) (3.4)

72 = LED2(y41.0(8)) (3.5)

3.3.4 BB

REFEORKH I 71— 241%, HF-stream B X LF-stream O EME L TIE 5.
I = [P 4 JLFT 4 fLF2 (3.6)
By bU—21F, BRIV -4 ETE7L—4 I @ Ly BRI X D EELT 5.
c=3
t

“ 2
I — I,
2
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3.4 B
341 T—RtvYv b ERE

FEATIZ, DAVIS #— X+t v b [33] OBEZE AV 5. AF— Xty MIREE 1080 x 1920 OBIE 50 4
BBRY, TL—sBUF 25 25 104 THS. KETIE, F7L—24% 640 x 1280 N7 1y T LU THW .
BRI DM IEANA SR 7 4 V22 W, FREEFBRO 80% ZRET 2R EL Lz, %#EE 300 ©
Ry 7 TiTo7. BT AR, FEES X7 a—% (HFD, LFD1, LFD2) O $7 X — XA 1.5M
3 X5, HFD - LFD1 - LFD2 O 7% 4 XkhiZ 20:1:5 ¥ L7z. Positional Encoding M
ANR=RITRXA=RIX, m=10, n=30 &L, biF 1.25 ¥ L.

FE RO T, BEFEMR e AR EBS L U&7 2 —4% (HFD, LFD1, LFD2) @ 85 X —&IZ
BHEEEAL, EEBROEAICK LT Huffman 552175 2 THEM L. B2 EREIE 6 BXUS
12T 5. FIHERNZIE PSNR, MS-SSIM, LPIPS % w53,

3.4.2 TE=BIFTE

HBEE S — 7 > A2BITF S HNeRV IEEFIED PSNR #2797 (FBEFE —HNeRV) 2K BI IR $. #iE
WA IETH 213, $REFEDS HNeRV LD EW PSNR ZERLTWE Z L 2EEKT 5. NA 7Y v FR—
ZREE T, —HOY =7 Y RARBWTHEER TP L R WEEPHE STV [36). X B3 T,
HNeRV THEDBALETH o> — 7 Y A%R, BEFIETRABOMENE T > — 7 ¥ X2 /TR
RLTWS. B2 “m-jump” ¥ —%F > AT, HNeRV @ PSNR 78 14.36 dB IZBEh, MR L%
Motz. —J, BEFHEETa—&% HFD, LFD1, LFD2 iI24#IL, /MRy b —2 20 S 28
JRTH 270, FEPTIPCRLBRWHAETH —EOHMKTELHRTES. TNOLDREY -7 Y A%
FRiNE, $RFEFHREH HNeRV % L0 2 HEE%2 RS,

ERFH QLN e LT, BMREIE NS 2 Z3HEfERO P2 £ B ITRT. FEXTIE, &2—r v 2
SEEH (A WA, N 7Yy FR=Z2HE5ED HNeRV B X FIERFIE IOV TE “m-jump”’, “m-fly”,
“p-launch” ZFRA L, BN LS —7 Y ZADADFEE (Suc) bHFELTWS.

# 3.1: DAVIS 7— &t v MIB 2 FERUTHE O TIIE D L

Method PSNR 1+ MS-SSIM 1 LPIPS |

NeRV(All) | 28.91 0.8865 0.3663
HNeRV(All) | 30.94 0.9160 0.2955
Ours(All) | 31.81 0.9284  0.2780
HNeRV(Suc) | 31.19 0.9261 0.2873

Ours(Suc) | 31.91 0.9361 0.2674
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{

PSNR Difference [dB]

W NP ORENWR
L1

|
IS
1

= o c = n v XxXgu X Cw s - Q=W =] = [ = n =
g‘.@g%gﬂﬂm%agg*—ﬁgano“’mg'uL'EEEEE“"V%S*E:E@&C?:EJ-‘:Emgﬂu—Tﬁ
S0 8520202 EEQEYUSEO3csnsS R0 E5Ewm2nYcP®E592025888 ¢
SHo=2g==55 =& 2Cc Sc 585w o SEQoaL 3 VgL DOQ L XD -0 DES
am.__Qo_ Eln mu.h::muyznuﬂbx-l—. T = oun.‘},ru-f:“'ﬁm 3
<5 < ~ oo D % a ] : 80 c J i)
=g PR k] o «Q w T £CyYyO0 T o W T
TY=2% £ gaw © E ® T C 7S &
TGS ET I 1] > ¥l
2 o @ v 3 A
a 5 8
9

3.3: DAVIS 7 — &+t v EEIH S — &7 > 21281 % PSNR #297 (8L F1E —HNeRV). Fsl3 8> —
VR, Mt PSNR Z0Th D, [EOMHEIFIRRETFED HNeRV % LA 2 Z & 2/R3. FRi& HNeRV
THEHRLECD 0Ty — 4 ¥ 2, RIBREFE CEEIRLECH oy — 5 YR THS. (X
ik 7] & g, )

3.4.3 TEMHAIFTHE

TEWRFHE 2 LT, “hockey” ¥ —7 ¥ ADEKE 7 L — LIx$ 2 ol #{LA1 %K B3 1R 3. KADRFIE
%7 L —s2fkd PSNR 2% 3. NeRV 3 2AKANICHMRMEIMEN—T, HNeRV TREH 7L —2L12H
WTRT 4 v ZRA—NIZEDWERBRET 272, FETAIC—E L 7-BMEARELSE0BREN5.
CAUTH LIRETFIRE, BB RRICh D MERDTZIRPE 2 & D ZEICTHMR L, S8z #ER3 2 Em
N

F 7z, “soapbox” BXUY “stroller” ¥ —7 ¥ ADOAHLAHIZ K BRIRT. IBEFIEE, KEBRRSCHAMNL
e Vo @ERAET 4 7V %2 XD BFICHBKTETVE I PHERTE 2. 24Uk, SEERD D 5 R
T 528T, 7L—LAZLOERERML RGO N, MHEREOMTICHFEST 50 E
Zohs (KBE2BH).

HNeRV NeRV GT

Ours

3.4: “hockey” BIENC BT 5 38HE 7 L — 2 OFEEG]. FREOEEIZE 7 L —2o2KD PSNR /7.
DO [33] 1% CC BY-NC 4.0 54 €Y 2O FTHEHLTWS. (OHk 1] & D #zE. )
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soapbox stroller

NeRV GT
.?-—1 .
\ lfx<

A

ra
X
L
r‘/ ...
P

N
il

HNeRV

> _"“
-

; Y

»

N
o
e
[

Ours

5
-

3.5: “soapbox” B XU “stroller” ¥ —7 ¥ RIZB I} 2 FEREROTHLAE. FREOKEZZEI7IL —20
PSNR %77, RO [33] 13 CC BY-NC 4.0 54 £ Y 2O FCHALTWS. (52 [1] & Dz

3.4.4 [EHEMEEDLEE

DAVIS 7— X+t v MBI 2 EMEMERED HEBHER 2 X B0 RS . BROET VY4 I L TR RS
JOEFVEMZEMAL, REFECBGETFEZIERT 2 2T, REFEOEMMEELZFHIT 5. KBD X
D, MEFERIIEKRD INR R—ZAFERE R LT, RFRRELREZRT 8005,

33 0.950 0.50
—e— Ours(All)
32 0.925 —e— Ours(Suc)
0.45 —e— HNeRV(All)

3 0.900 HNeRV(Suc)

0875 —e— NeRV(AIl)

= 0.850
@

= 'd
= 3 % 0.35
2
Z 2 L0825
27 —e— Ours(All 0.800 —e— Ours(All) 030
—e— Ours(Suc) —e— Ours(Suc)
% —o— HNeRV(AIl) 0775 —e— HNeRV(AIl) 0.25
25 HNeRV(Suc) 0.750 HNeRV(Suc) i
—o— NeRV(All) —e— NeRV(All)
24 0.725 0.20
000 005 010 015 020 025 030 035 000 005 010 015 020 025 030 035 000 005 010 015 020 025 030 035
bitrate [bpp] bitrate [bpp] bitrate [bpp]

3.6: DAVIS 7 — Xt v MBI 2 EMIEREQ LLBGER. (KR 7] & D s, )

3.5 Fo

RETIE, 7L —aEEHERE REERONT EHAAL ZREMBIC XD, SEKET 47— L ORI L
RN — B 2K % INR N— X OEBEREFIELIRE L. HF-stream Ti&, 7L — 2 D&EERKD
WCRHE L 7R 217 5 & & TANRO TR ZMIHI L oo, MERREZMRILL 2. LF-stream TiX, 7
L — ARZNCHED < 1EBIT & D RN & 2 AR 2 L AR L, IR — B o#iR 2 X - 7-.
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X 51T, LF-stream OFa—X%Z5EF 2322 T MLP O X =22z, BRohEFLABEDRT
PR E & IR — B2 N2 S 23kt Lz, EBRTIE, DAVIS F—&t v MZBWTHMERMES X
UHAEMEREDBIRD SRBFEOANMMEZ MR L. SHOFEL LT, SFE> —F7 ¥ RTHFT 21 8=
RT X —=ROFELR, —H> —F Y A THEL ¥ EARRELOBRRBHI 2T 5N 5.
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F4E

MEWNLE=2—5)L
REF/INY FES

NEIRIRD fo 8 DiEE

4.1 ICHIC

Implicit Neural Representation (INR) %, BHHMRES ZIIRNRERHTHAB T 21ERFIEIIHL, a>
R N pORGEEKEFEORERB L LTHEHEZED TVE. —a—F)btry bV =212 &k D ZEHEES X
OIFEEERE 2 AT & F 2 RS e L TESE 7 X =255 22T, INR XY #HEZKECHIR
LoD, EEOREICE T 21852 e B EZATREICT 2. ZoRMIcE D, INR BHRHEAE
X [0, 23, 8] Sk LE{RRE (16, 17, IR, T9) 1IZMX, EFECEEIERE B, 13, 20) NbISHDED - T 3.

BEF O INR 12D S BIERB TR, EE5ONEIE U TEICKRD 3BEICHETE 3. (1) EBER—2X
Fik (12, BR| : RZEEERED O SEHREEZ FRIT 2. (2) 7L —2X—RFL B, 13, 20] . 2> 7 bRAT
o7 L= AR EENRT 5. (3) Sy FAR—XFE [BY, 40] : ZEEINCHEI SNy FRAERKRL, HEE
LT7L— L% T 5. BER—-AFHE, MMRZEGEE REER -7 ) 70 Bz —7, H
FREMCTHNICTPREITS 20> — v R2EDOHEEZIR I L, SHHEaX M REV. ZhsoFFBICHL,
7 L= AR—=ZAFEIFREEDALR T T VDAL E W o TARKITTD A5 6 7 L — A2k % EHEA K
5 I eT, mEdiE e RKEMEDET VEEZEB TS, LaL, Ty BT IGERT 57— 7 4
T R0, Za—I0pxy b= PRERBT B L TEE T2 AT ML 7 X R, G, 010, 011 O
WEC KD, ARG W77 2AFv) OBFERICHREZINZ 2 2B, £z, Ry FR—AFEIL
W OHENCAIE L, RFTRR RN L KIS D€ 7 L2 WAL LIS 208, —RRR 220 08 TN A
SNHEBEHOBESIREL, Sy FEFICNERAELPT V. ZOME, MEHREOMREN T —7 4
777 WHREAEL, AEAENMENT 205 5.

IS DOHER WIS 570, AETIZ= 2 — FVEIERBID 72 OREREE v F (Structure-Preserving
Patch : SPP) (ZHD 7 a— FRERZRERT 5. RO X S X7V — 22 ZHINCTBEL 728y F A5
FT5DTIER L, AFEIX PixelUnshuffle I L 7-HEHELEBEZEHH L, TOEMLA 7Y P 2REFLL
Ny FHEGHEZERT 5. ZOBERBRLEIC LD Sy FRIOHEMIZ /MBS N, *y P 7 -2 %
F—rOREMEER R Z 72 BT, RPN HEORBEIEABRPERNCER 2R T e AR 2 5. TheH
W27, 7a—KHiETidary 7y Y EORAA LKA ¥ 7y 7 A2k b KB EZ e 7 UL, #REE
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TRy FA YT v 7 REALCRIEBILZIT O MR 35, Z0 global-to-local 2 FREAHkIEIC XD,
Ry FREFIWCERTZ27—74 7727 MRBL, ZHERESEE2MEXEE. EBRICLD, RFRIKEE
7O INR N—ABjERBEFIE L B LT, BlRGSESB X OEMEREomE TENEREE RS 2 & 2R
L.

Dec.

(b) Frame-based t

! e g
= f ﬁ Dec. —»ﬂﬁ —1 ok
%

(d) SPP-based

L

Dec. —

(c) Patch-based

4.1: =2 —FVEERIUCEB T 2 ESHIEO L. (a) PN — 2 @ REZERE BEAE D & & R % 6 3% T
35, (b) 7L —LR—R [ HORABNE T L— L BERZERT S, (c) Sy FR—Z I —HDEI L

Ry FrER-HSL, BEELTZ7L—2%2BMKT 5. (d) SPP X—2 REFE) | MERE

»%w F (Structure-Preserving Patch : SPP) W, ZEf#EE 2R /2 ¢y 7185 & global-to-local
BIICE D 7L — 22 RS 2. KOE® [83] 1 CC BY-NC 4.0 74 Y AD R THEHAL TV 3.

(K [B] & DRk, )

4.2 BEERAIE

4.2.1 BEN=21—FI)LKHR

INR o EMERIE, BEE2=2—J0 2y P =210 KXo THEESINZEHAKE LTET LT 2512
H5. BAIE, EERFEEARAIA—R 0 2b D3y FT =7 Qg ITEDRD K SITEKEINS.

y = Py(x) (4.1)

ZIT, o |3HGEE, vy 3ZOERCBIEEHEERT. &) 356Ny MEBICHAET 5 &
St h, RELEO Ry bV -7 BRIMEEDORB L UTHAEET 2. ATBFOREM R L L
T, 3D ¥ — v & 2SIy AT X D BRI N2 HETEES (Radiance Fields) & LTET LT 3
Neural Radiance Fields (NeRF) [d] 23281 F 5415, NeRF &, » X FHRh -t EER FHlIT 22
fary V=2 2RETZ2I8T, 7+ PV TVRT 4 v 7 REFHRREHDIAIRETH S Z L BRI,
FHEARIIEVD DD, NeRF EHHRMNZ X v ¥ 2R 7 L RBIKEE T, B EG#EEr =2 —J1
B e LCRITE2AREMEZ R LR CHEHETH . £/, AMNRIEEREBEH W% SIREN [12] 14,
ReLU R—ZDA% v b7 —ZIZHET % AR MANA 7 ZREBL, MR T 4 7= T 27 2F v DR
RENZRM X823, ChoofREERE LT, INR G2 - Rt % & TRZE2RE S~ L@ i 2 iR U,
& D DIHET — XANOLHPTEFRICHEE N TN S,
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4.2.2 Z—a—3J)EEKR

AE, INR EBIE RIS X OB EEACT T 282 e flae LTHEDEATVS. REFITH 2
NeRV [6] 1, 7V =AY Ty 7R AN LTHET 2 RGB 7L —2%2M52%y b —2%%¥H L,
ZDAy b= EA (BIONHT 23 KXV BESEEFENLT 2. B~y Y THEILERD
INR 2 id#E7% D, NeRV 3EH%E (7L —A A4 YT v 7 AL T7L—AANDEMH] ¥ LTHY, BjEa> 7>
VELIY FT =R RXA=XAFRNCHEDAL. Ak, BREEEINEZTILV—L 4 Ty 7 R
FRIEEREOATEIEINS. Fi, BAOBXDREFLREWCIDETVERMT S 2D, ZOEEH)
i ERCET 5. ZOREE LT, E-NeRV [20] IXZ20 5 » RN ERE 2 98T 2 Z £ T NeRV %2
BLTWw3s. BRINCIE, IS 2 IR R 238DiALZYE L, BEFRIC Adaptive Instance Normalization
(AdaIN) [I5] 24 LCHIET 5 28T, REIE L EMMEREEDM E2X 2. HNeRV [[3] XX 512, 71—
LA YTy 7 ApEMEING YT Y IMEOHEDIAAE, 7L — ANFITHEIL U 7ZHDIABNE ZHZ
BZNAATYy FEEEEEALL. ZHUCED, MR 7L —o0RBARBIAEZSED 7L -1l T, &
DELDETY VRN ZH DY TS Z e A[EEL £ 5. X 51T Boosting NeRV ] i35 & 7a— k7
L—2v—2%EAL, BFOZME INR R—RBEKXRE T V2RI Lz, 7L—Af YT v 7R
WHO K7 7 4 AU X D PR ERE T2 22T, BR37—F77F v I L T—H L 2HHENK
MREDOUEE FBIL TV 5.

—7C, FERHERRAr =7 T4 DM EEHNE LT, 7a—FiEZ0b 0% TRT 2M%ELITD
NTWw3. filz1E PS-NeRV [B9] 1%, 7L —2o2f%2—EIEET20TIERL, Ny FHEATHE 7 L — 4
TEMRT 5. ZOXGHIESRE D > T oV UTERRER 5 2, WHGHRIC T 207, 22
WL ONE 28T, Ry FRFICRoLAET—T 4 777 AT TV, DWW L DD TIE,
FEER72E T VREZEA T 2% 22, 86, 41, BiEEEDOX 4 F I 7 2227 M0 2FiE [20], BHRE
RN 2 AR LTI B2, B2, H 5 \WIFEBEEEERE O R 2 B 3 2 FE (43, 44, 45] 22T kD,
IFEI S &0 ERMEETCOAR T 7 X L Vo RBEORB AN TWS. U EEREE 2, ARGy F
N—ARBUHEREY TS, ROy FR—ZAFRLIZERD, BRAT—T4 777 P ERBLUHHEN—E
WamEXE 270, EEBRICEW TR R ZHEE RT3 2HNE T 5.

4.3 REFZE
4.3.1 H=E

AR T, RE2IWRT 512, #EHFEE Sy F (Structure-Preserving Patch : SPP) X5 =2 —
IR FEZRE T 5. AFERE, SHE 7 L — L% ZEE NS U788y FEIROESG L LT
T, ENoZESTHILTI7L—L2RZHMKT 2. L7V —LDZEHLA 77 b2 2720, 1
DRy FR—ZAFEDEIICT L — LM R A NAABIICHE T 2D T3 L, PixelUnshuffle 12381
L7 REm R HBEHEBEICL D Ry FEERT . ZOHFEICED, Sy FRIT—HL ZZMELED Rz
L, Ay bU—=230%y FEGEICHFET 2 TIRMEZIEH LD S > — V2RO RBMEZ £ 7 /L2 <
A, T, BEEREEZM L5720, 7 a—XX global-to-local 727 4 v 7 4 ¥ ZHIGIZHEDS X 5
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HEtT 5. BRI, FTa—XRiETiEay 7y VEDIAA L RRA ¥ Ty 7 2ZEDSVWT T L — LD KR
MEZETMEL, BTy FA 0Ty 7 RAZEALTE Cy FRORFTRIME 2 ERILS 2. 2 DR
727 a— N#EfRIick b, KRV A 70 FOBEELZRE DD, GEKOMENT 4+ 7 -2 ELEER
PR E ATREIC S 5.

t i
'S g
t i X %
PE PE oo L »
MLP MLP - —
————————————————————————————————————— =i y
zZ; Dec B, - B, B; B, It 'l’;;"ﬁ I3
video representaion o AEEael i
Dec. TTTTTTmmmmmmeme—eeal u
ti A

(a) (b) (c)

B 4.2: #8832 SPP ICHEOK =2 —FUVFHEERHI 7 L — 27— 27 OME. (a) MK, A7V -4 1
BLYA—RTTL—LHDIAD 2 NEWL, KA Ty 2Rt e FA VT v IR 5 ML
LTFa—Xng v I, 25T 5. @B Ly FEVHERLET 2 T7L— 20K ], 2/
W F 5. (b) 7a—XFM. ¢ 3 XK i1E Positional Encoding & MLP 12 & D H A ANZEHT
3. 7a—XHiBE ¢ THREMNT L TREBEEEZ E 7ML, BBIE ¢ 2 W TRy F5E
xS S 5% (global-to-local 5). (c) SPP ICXk %%y FHERL. &7 L — L% EHEEEHE- 72
BHDy FEIG B Lo~T3) £ LUTEBL, Ny FT—HLAZEHEEZEST 2. MO
1% [33] 12 CC BY-NC 4.0 74t Y ZAO R THEALTWS. (5CHk 6] & hiz#k. )

4.3.2 ik

XU ®IZ, global-to-local ¥kBE D EXNMEZBHIEICT 2720, MEI IR THEMEZ—TILEE 71 v T4~
TRBREATS. RERTIE, UTO 4FEZHKT 5. (1) Point-wise fitting © & FEAEZ K, s
fCEEZ 74 v 7473 5FE (2) Segment-wise fitting : B5ZEEREDOXENIZHHIL, KX ZH
SAZT 4 v T 4 73 BFE (3) Global fitting : EE5EETE—DANNRET7 4 v T4 7T 2FE (4)
SPP-style fitting : SPP %R L, BEMBY > TVCESWTHERBILEEE2 74 v 74055
Fik REBEFERICHID). 22T, 74974 ¥ 7CHVE Ay b7 =213, B LBEEERS 5 Boekks
2y P — 7 THERENS. EBERLD, Globd fitting B X O SPP-style fitting 1%, 185 DKIBHEE % #
FLBDBSEMEITS 28T, XDEWVEEHEEZIEZENT 2 MR TE 5. —F, Point-wise fitting B
X O Segment-wise fitting ZRFTNRESEELET 2720, KENZ—EEZHERELICO V. DLEOBEE,
EHERGEFEMRO D11, KEBIEDE TV ¥ 7% LT 38 72 L TR RERLE (T 5 BRI 218
EREMTH S e Z2mld 5. RERZE, BERIICBVWT, 8585 % global-to-local 72— K7L —4
V— 7 OFGEE S5 X 5.
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10
08
06 /™

10 N
08 i
0.6 AR

> P
0.4

VAR o/
04 A/

02 (AR 02 Ny —~
0.0 0.0
00 02 04 0o 02 04 06 08 10
0.30 1.0 ~
T ot A 1o /A N — Ground Truth
025 | oin 08 JAY
w020\ Segment A 08 /\ A r — s
2o Global 06]  ih g b o —. 06| o ] /SN \ I\
Joas| | — spp > A AR > ! VoA \ \ N
Bool |\ 04 . Ay 04 U A \/ VA I\
g \ ST ey /N \ \ /
0.05 \,% S — 0.2 i 0.2 NS \ / v (. ‘/

= 0.0 - 0.0
0 50 160 150 200 250 300 00 02 [ 06 08 1o 00 02 0a 06 08 10
Epoch x

4.3: 1 RILEED 7 4 v 7 4 Y MERED L. LB (B 5IEI) 1%, IEES, Point-wise fitting, B X
U Global fitting DFERTH 2. T (ErSIEIZ) 1%, EEEIOHEE, Segment-wise fitting, B
X O SPP-style fitting (RFR) OFERTH 5. (OCHR 6] X iR, )

0.00

4.3.3 BEFRBENVFES

BEI7L—27—21%, HEAITRT & 51T, global-to-local 727 a— FEIgICHE S =2 —F 1% v b
7—2%2HnT, BFE T L 2%y FHRATTHTZ. KAt XBTI2 A7V —4 I ML, BE&
AN ZEEMEEE R L PEOARSy FADRLTHRS . ZhEEET 2729, PixelUnshuffle 12 L 7=
HEEEEREZEAL, 7v—2 L % PEDOAYy FEIG Lo, L1,..., [ p_1 NEWTZ., =ra—-xiF
ConvNeXt 7' v v 7 [13,84] 2> SRS, ETIALTIVL—L L AL Tary 7 b7V —ALN)L
HDAA zy ZERT 5. 1§00z 2, ETa—XAANEh, KA YT oI At BIUERvFA VT IR
i D2DODA YTy 2 ASEKHI LT, &y FHEIG L, 2EKT 5. Fa—XTE, HiEEEZtOACK
DEFAL, 7L —2HNDO2 8y FICHET 2 KRIBIEELZET LRI ONE X518 T 5. —7F, BEEIX
CE DRI B, Koy FEEO RPN ZBELT 2 %8205 . @ 7 {1, »Esh
7%, FNSERZEMINCHEEET 2 2 TOMBRE T L—2 I, BT 2. 2 OB S R
&Y, Fa-—XRET-BNOD 2 KBMEZHEL, ZORICRAMPIANEARLS ST, HHERMSE
DA EZNS. 512, Ay FARICBT 2MERFRIMEICE D, Bz 0y FR-ZEESTECPTWER
THEFEZIHTE 2. Ta-X3EHRDO 7y 7 B, »HEREN, %78 v 713 Boosting NeRV [d] T
A XN7z SNeRV Block ¥ TAT Residual Block 2#i& L7=HEE2H T 5.

4.3.4 8K

TL—LDENRy F iR LT, LRNEEE, MENE, BXORBERO —~EE2ER T 2 E5HEK
L BEFRT 5.
Li = w; (aLly(zs, Z;) + BLus-ssim(Ti, i) + Lireq (T4, T4) (4.2)

Liveq(x, &) = L1(FFT(z), FFT(%)) (4.3)
TIT, o BIY & FZNENEMR Sy FEIRE TR Sy FEGBZERT. £, 3EENZ L1 BRBRTH
D, Lus-ssiv (FHEME DA EZET MS-SSIM L TH 5. Ffl a & fIZFBERIHDOHNHI L% 5 % i

BEDINANR—NRIR=RTHS. FT, FAPEEEIE Lieg 1, MEBICERY —) 2254 (FFT) Zi#EH
L, ZOES% L1 JVATIHEi$2 TR ENS.
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RET 2 SPP R—ZRDEHAF—LATIE, Ny FEAOLEIFIT a—XREEOATHEINS. ZORF
FI R R DA TIE, By F e RESERIZEHOFE LS ARD, #Re LTSy FOHMBUEED
KR BAREMED D 2. £ 2 CIOMBEMRIRT 2720, HEEHR Ny FEARR w, ZEAL, ¥EEH#S
EOEWEHBART T 5. w; 3 TO XS ERINS.

_ gillEi il

2k Zj;ék ok — ;1 + €
TIT, e 3P uREREITE-DOMNERTH L. ZOERICED, £y FIZblzo TEAMIERIL
S, EFTNVE—HLMEDEE 2 LoD, ZEROKRZW (FbbHGEDEWV) Ny FITH LT
DEAANCRELEITS X517 5.

w;

(4.4)

4.4 RE&

44.1 T—=2tv bk

RRT % SPP N— 2 OBHEXRFEOHE M %, Bunny 6], DAVIS [83], MCL-JCV [@7], UVG [25]
D4DOORYFY—7 T =2ty PERAWTIHMES 2. Bunny 7—Xt v M, BRE 720 x 1280, 132 7
L= oRBPE— =7V ATHREINS. FEOLEEREHRT 272D, £ 71 —241F 640 x 1280127
0y 7L THWS. 2O, &EREEAINCH LT HNeRV OFEBPCR L R WIGEIBIE I N0
WITS5dDTH 2 (] 0 FEI D “Bosphorus”). DAVIS F—&t v M, 50 XD HREES — &7 > A0 5
R XN, TCOMMREEIE 1080 x 1920 TH 373, AFEETIZ 640 x 1280 171y FLTHWS., &> —47 ¥
ADRIFHRIEL, 25~104 7L —ATH 5. R, MCL-JCV 1330 A0 > —7 Y 2z ah, TLOE
REEIX 1080 x 1920 TH %A%, ARFEERTIX 640 x 12801c7 vy F¥5. ¥—4 ¥ ZEIE 120~150 7 L — L4
DHEHTH 5. UVG 7—Xt v MI 7w HD f#HEE (1080 x 1920) D 7T RKORERS =7 A6k, &
S—r Y RE 300 £/212 600 7L — L EED

4.4.2 H/E

ARFEEZ, BFED INR R—R 74 > TH5 NeRV, HNeRV, Boosting-HNeRV (Boost) & [tigk3 3. &
72, BIETERERZ R 7 2BWTE, HEVC OBy 7 v =27 ThH2 HM L OIS BINTEET 5.

AFIETIE, 7a—XDRA 74 PR ANBREICEDE TS 2. BIRRICIE, 640 x 1280 Tl
Z b4 RHI% [5,4,2,2,2], 1080 x 1920 T [5,3,2,2] ICF&ET 2. v FHIE P =4 ICEEL, 8%
BOBABRBIIEHNICa =42, =183 3. EFTAH A RXFBETH 1.5M I X=Xkt L, 7ZL
UVG (1080 x 1920) Tl 3.0M 7 X =2 DETINEZHVS. EEWFHEIZIX PSNR, MS-SSIM, LPIPS
ZHWS.

[EMEERE DT, MR 1080 x 1920 @ UVG F—& -ty b 2L, &> —7 Y A% 60 7213 120
TVL—LRZHTH TV 7T 5. ZFEEICOWT, hy PV —JREFET LI TET YA XDRR
ZEBMODETNEZEEL, ZAZHICHLTRFBLIZ Y P -—HEL2EHT 2T, REA
(Rate-Distortion : RD) f##r%175.
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4.4.3 REER

DAVIS B XU MCL-JCV B 3 EBMERE, ZHPhRIEDBIOREAITRT. ThHoRIE, &
T—Xty MIBUY A FEHEBRGEERT. £z, R WEX UVG 7—Xty bOZEY—r VRT3
PSNR B X MS-SSIM %3, BEFEREIZL DY —4 v ATHEFES LE 2 8EEERL, —BEL
TEVHBRGEZRLTWS. E51C£EAE Bunny 77— Xty MZBIF2¥E LRy 72D PSNR
ERLTED, PEFEL L CHMRIEREDM gz €, IOROMEX bR TE 3.

% 4.1: DAVIS 7—%&t v b+ (1.5M, 640 x 1280) 2B} 2 FHHEEHMSE O HR

Method

PSNR 4 MS-SSIM 1+ LPIPS |

NeRV
HNeRV
Boost

Ours

28.60 0.8811 0.4150
30.69 0.9146 0.3476
33.53 0.9604 0.2674
34.23 0.9643 0.2539

# 4.2: MCL-JCV 7—%&t v & (1.5M, 640 x 1280) 1ZH1) % BHMENE O LR

Method

PSNR 1+ MS-SSIM + LPIPS |

NeRV
HNeRV
Boost

Ours

31.64 0.9217 0.4126
33.47 0.9417 0.3571
35.60 0.9638 0.3039
35.94 0.9654 0.2936

#4.3: UVG F—&+t v b (3M, 1080 x 1920) 1351} 2 BHARME O (PSNR / MS-SSIM)

Method ‘ Beauty Bosphorus HoneyBee Jockey ReadySetGo ShakeNDry YachtRide ‘ Average
NeRV 32.93 / 0.8843 33.09 / 0.9288 37.08 / 0.9780 31.06 / 0.8767  24.66 / 0.8205 32.67 / 0.9264 27.75 / 0.8573 31.22 / 0.8937
HNeRV | 33.18 / 0.8876 17.57 / 0.5885 38.97 / 0.9838 31.75 / 0.8884  25.09 / 0.8358 33.73 / 0.9337 27.95 / 0.8546 29.44 / 0.8470
Boost | 3370 /0.8080  35.81 /00631 3052 /0.0852 3384 /0.9253 27.72/0.9070 3555 /0.0532  20.03 / 0.8967 | 33.45/0.0311
Ours 33.82 /0.8992 36.08 / 0.9644 39.60 / 0.9854 34.21 /0.9249 28.03 / 0.9054 35.96 / 0.9584 29.33 / 0.8945 | 33.70 / 0.9312

ETERIEME LT, R EAi2 DAVIS 38X MCL-JCV » ol L7=RET7 L — 2 0FEBEHZRT. 12
HBTFHEE, JL—LBTyy =Ry —HL-EZMEERHFL, 22y — iz TEWERRS

HERT.

&%, UVG 128175 RD 2K a5 1R3. 723, HNeRV 13%E ODIRAM D D IR LFA L7

o, FHHROBE L2 SRIN L 2. RBTEIEX INR XR— XA TR L R L TEN T EMTERE

REHT, fit

K OB CH 5 HEVC [2] (HM 18.0) CIZBRBRIET, 7 LEMRHOBLAD & 5E O RIS .
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# 4.4: Bunny B (1.5M, 640 x 1280) B 2¥H TRy 7 12h3 % PSNR OHEFS

Epoch 50 100 150 200 250 300

NeRV 26.95 2940 30.43 3096 31.14 31.33
HNeRV | 29.93 33.32 34.86 3561 36.06 36.35
Boost 3490 3735 3812 38.62 38.70 39.03
Ours 37.80 38.62 39.00 39.18 39.31 39.40

drift-straight

=
i
o
2
=
©
€

GT (crop) Ours

4.4: B — 7 Y RAZBI 2HHBK T L — 200t k2 o)HI, DAVIS 7—%&+t v b0 “drift-
straight” 3 & U “mallard-fly”, MCL-JCV 7—&t v b D> —F Y A#10 BIU#12 2T, 1BER
FiE (SPP WESKFRE) ¥, Ty Yoy y— xR Bl E0— B2 L, HRME25E
3 5. MHD DAVIS dataset DE{§ [33] 1% CC BY-NC 4.0 74 > 2RO RFTMHAHL, MCL-JCV
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