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ABSTRACT

Small-object detection in drone-based imagery is difficult because small targets occupy very few pixels and often
appear in cluttered backgrounds. Existing approaches often rely heavily on spatial cues, but their effectiveness
is limited when the spatial information itself is unstable or insufficient. This paper introduces a simple Channel
Bias (CB) mechanism that models relationships along the channel dimension to compensate for weak spatial
cues. The method uses global average pooling and a lightweight 1 × N convolution to generate a channel-wise
bias, which is broadcast and combined with the original features to highlight useful channels. Experiments
on the VisDrone benchmark show that integrating Channel Bias mechanism into YOLO-based detectors yields
consistent accuracy gains. These results indicate that channel-level information is a practical way to improve
small-object detection when spatial evidence is limited.
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1. INTRODUCTION

Small-object detection1 is challenging because small targets occupy only a few spatial cells and often appear in
cluttered scenes. As the available spatial information decreases, the features extracted from the spatial dimension
become weak and unreliable. This observation naturally motivates us to look for a more stable source of cues.
Feature channels in convolutional networks often encode semantic or scale-related information that does not
directly depend on object size. This leads to a simple inductive bias: when spatial cues are insufficient, channel-
wise relationships are assumed to provide more reliable evidence for refining features. Our method is based on
this idea.

We introduce a lightweight Channel Bias mechanism that generates a channel-wise bias using global average
pooling and a 1 × N convolution. The bias is then broadcast and concatenated with the original features,
providing an additional signal that helps the network emphasize informative channels without changing the
spatial structure. The design is simple and intentionally lightweight, and in this work we focus mainly on
its effect on accuracy. Integrating the mechanism into YOLO-based detectors yields consistent performance
improvements on the VisDrone2 dataset.

2. RELATED WORK

Detecting small objects is challenging because their limited pixel area provides weak spatial cues. To compensate
for this, many studies enhance spatial information using global context or spatial priors. Several studies also
combine multi-scale features to recover spatial detail, but their effectiveness is limited when the object size
becomes extremely small. In our previous work,3 we also examined attention-based approaches by adding
CBAM to a point cloud classification network, and found that combining spatial and channel cues can help when
feature quality is limited. This experience suggests that non-spatial information, such as channel-wise features,
may remain useful when spatial evidence is weak. We briefly review non-local and spatial-bias mechanisms here,
as they represent two common spatial strategies for handling weak spatial evidence.
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2.1 Non-Local Neural Networks

Convolutional networks rely on local receptive fields, which makes it difficult for them to capture long-range
dependencies. This limitation becomes important in small-object detection, where spatial features are weak and
the available context is limited. To address this issue, a non-local operation4 was proposed as a way to compute
relationships between all spatial positions and obtain global information. It is defined as:

yi =
1

C(x)

∑
j

f(xi, xj) g(xj) (1)

where yi is the response at position i and f(·) measures the similarity between positions i and j. In practice, the
feature map is projected into an embedding space, and the similarity between all spatial positions is computed
by their dot product:

A = [aij ] ∈ Rhw×hw (2)

which produces a dense attention map that allows information to be propagated from distant locations, helping
the network obtain context that may not be visible from local features alone. Non-local modules have been
applied to various detection frameworks to improve contextual reasoning. Our previous study5 integrated non-
local blocks into different levels of the Feature Pyramid Network6 in YOLO, and showed that adding global
context at selected scales can improve small-object detection. These results support the general idea that global
dependencies are useful when spatial cues are weak.

2.2 Spatial Bias

Spatial-bias mechanisms7 provide a lightweight way to introduce global spatial priors into convolutional features.
The module reduces the input to a few channels, downsamples it to a low-resolution map, and applies a 1D
convolution on the flattened spatial dimension to model global patterns with low cost. The result is reshaped
and upsampled to form a set of spatial bias maps, which are later combined with the original feature map. A
simplified formulation is:

SB = fSB(X), Y = BN
(
Conv(X)⊕ SB

)
(3)

where X is the input feature map, SB is the upsampled spatial-bias map derived from X, ⊕ denotes channel-wise
concatenation, and BN is batch normalization. This design adds global spatial information with low overhead
and avoids heavy attention computation, making it suitable for real-time detectors such as YOLO.

3. PROPOSED METHOD

The proposed Channel Bias mechanism is designed to provide a lightweight way to incorporate channel-wise
contextual cues into convolutional features. Unlike spatial-based methods that focus on enhancing location-
dependent information, Channel Bias mechanism aims to compensate for the weak spatial evidence of small
objects by introducing an additional bias derived purely from channel statistics. Fig. 1 illustrates the overall
structure of the module.

3.1 Channel Bias Mechanism

Let X ∈ RC×H×W be the input feature map. The Channel Bias mechanism is motivated by a practical limitation
of small-object detection: small objects occupy only a few pixels, causing their spatial features to become
sparse, unstable, and easily overwhelmed by background activations. In such cases, relying on spatial cues is
inherently unreliable because the spatial dimension simply does not contain enough informative evidence. This
observation suggests a natural shift in perspective. Instead of strengthening a dimension that fundamentally
lacks information, it is more effective to exploit the channel dimension, where global activation statistics remain
relatively stable even when spatial details are lost. Based on this insight, the Channel Bias mechanism introduces
a lightweight channel-derived bias to complement the weak spatial evidence and guide feature refinement in a
stable manner. To implement this idea, the feature map is first summarized by global average pooling to
obtain a compact descriptor representing the overall activation strength of each channel. This descriptor is
then transformed by a 1× 1 convolution to produce a reduced channel-bias vector of dimension k, enabling the



Figure 1. Structure of the proposed Channel Bias mechanism. A global channel descriptor is extracted by global average
pooling, transformed by a 1 × 1 convolution into a compact bias vector, expanded spatially, and fused with the original
feature map using channel concatenation followed by a 1× 1 convolution.

model to capture simple inter-channel dependencies without introducing heavy computation. The resulting bias
is spatially broadcast to match the resolution of the original feature map and concatenated with X. A final 1×1
convolution restores the channel dimension and yields the refined output:

Y = Conv1×1([X,CB]) (4)

which integrates the original convolutional response with the channel-derived bias. This fusion provides an
additional cue when spatial evidence is weak, while keeping the overall computation minimal.

3.2 Computational Complexity

The Channel Bias mechanism consists of global average pooling, two 1×1 convolutions, and tensor broadcasting.
Since none of these operations depend on the spatial resolution (H,W ), the computational cost is dominated by
the channel-reduction step:

OCB = O(Ck) (5)

where k is a small constant (e.g., k=3). The spatial expansion is implemented through broadcasting and incurs
constant-time cost. As a result, the overall complexity is effectively independent of the feature-map resolution,
making the Channel Bias mechanism suitable for lightweight and real-time detection frameworks.

4. EXPERIMENT

We evaluate the proposed Channel Bias mechanism on the VisDrone detection benchmark, which contains many
small and densely distributed objects. All experiments are performed on a single NVIDIA RTX 2080 Ti GPU, and
the training settings follow the default configurations of the original YOLOv118 and YOLOv129 implementations.
To ensure a fair comparison, the Channel Bias mechanism is inserted at the same stage of the backbone for both
detectors, and no other modifications are introduced to the network or training schedule.

Table 1 summarizes the results. For both YOLOv11 and YOLOv12, adding the Channel Bias mechanism
leads to consistent improvements across the standard evaluation metrics. In YOLOv11, the overall gain is modest
but stable, showing a small increase in mAP50-95. This suggests that even a lightweight channel-derived bias can
provide additional cues when spatial evidence is limited.

The improvement is more noticeable in YOLOv12, where both AP75 and mAP50-95 increase. This indicates
that the Channel Bias mechanism is able to enhance the feature representation without requiring architectural



changes or additional computation. Since the mechanism operates independently of the spatial resolution, it
integrates smoothly into both detectors and provides benefits under the same training conditions.

Overall, the results show that the Channel Bias mechanism works as a simple and effective plugin for im-
proving accuracy on small-object detection tasks. Its low computational cost and ease of integration make it
practical for real-time detection frameworks and resource-constrained environments.

Table 1. Performance Evaluation of YOLO Architectures with Channel Bias on VisDrone

Method AP50 ↑ AP75 ↑ mAP50-95 ↑
YOLOv11 36.0 21.7 21.4

YOLOv11 + Channel Bias 36.5 21.7 21.5

YOLOv12 35.7 21.2 21.0

YOLOv12 + Channel Bias 36.4 22.0 21.6

5. CONCLUSIONS

This paper presented a lightweight Channel Bias mechanism designed to improve small-object detection by
introducing a simple channel-derived bias into convolutional features. The method focuses on channel-wise
contextual cues, which remain stable even when spatial evidence is limited, and can be integrated into existing
detectors without architectural modifications. Experiments on the VisDrone dataset show consistent accuracy
improvements on both YOLOv11 and YOLOv12, while keeping the computational overhead negligible. These
results suggest that channel-level information provides a practical complement to spatial features for small-
object detection. As future work, it would be valuable to evaluate the Channel Bias mechanism on additional
aerial-image datasets such as UAVDT10 to further verify its generality across different scenarios.
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