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Abstract  Pose-Guided human image generation aims to synthesize realistic human image conditioned on a target pose. 
Despite recent advances using ControlNet to integrate additional condition for structural control, the original method still 
struggles precise pose control. In the paper, we propose multi-stage fine-tuning method to improve the pose accuracy. 

 
1. Introduction 
  Pose-Guided Human Image generation is a task which 
generates new human-centric images based on conditional 
inputs, such as text and pose image. Early methods relied 
on GANs [1] and VAEs [2], which the generated image 
suffer from poor quality and weak pose alignment. With the 
emergence of SD [3], the quality of generated image 
improved significantly. Nowadays, the popular method 
widely used is called ControlNet, which introduces an 
additional learnable branch to the frozen SD for 
conditional generation. 
  However, ControlNet [4] still struggles to achieve 
precise pose control on human image generation, meaning 
the generated image may not align well with the pose 
condition. Therefore, we propose a multi-stage fine-tuning 
method for ControlNet to improve pose accuracy. We 
conduct extensive evaluations of our method, which shows 
that it significantly improves pose fidelity while keeps the 
original generation quality compare with the baseline. 
 

2. Related Work 
2.1 ControlNet 
  ControlNet [4] is a neural network that allows diffusion 
model to integrate additional conditions for more precise 
structural control during the generation, such condition can 
be human pose, depth map, sketch and so on. It copied part 
of backbone of SD [3] and attaches it as an extra branch to 
the original model. During the training, the parameters of 
original SD is frozen, while only the extra branch is trained. 
This design preserves the generation capability of pre-
trained SD, while enables the model to learn new 
conditions with relatively low computation cost. However, 
it still has problems of generating fine details of human 
body or handling complex pose. 
 

2.2 Heatmap-guided denoising loss 
  Heatmap-guided denoising loss is originally invented 
from HumanSD [5], which is used to fine-tune SD model 
on pose condition. The target is to assign higher weights in 
pose-relevant regions during the training by creating a 
heatmap mask in the latent space. Therefore, the SD model 
can focus on the pose area instead of background during 
generation so that improves the pose alignment. 
The loss is designed as follows: 
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where 	𝑊! = 𝑤 ⋅ 𝐻" + 1 ,	 𝐻"  is the heatmap mask.  

  Our method is inspired from this custom denoising loss 
and attempt to apply it into fine-tuning ControlNet to 
further improve pose accuracy of generated human image. 
 

3. Proposed Method 
We propose a multi-stage fine-tuning method for 

ControlNet to improve the pose alignment between the 
generated human image and pose input. As shown in Fig.1., 
We freeze the parameters of VAE encoder and SD [3] model, 
only update the parameters of ControlNet during the fine-
tuning. We apply two different loss function in the separate 
stage. In the Stage 1, we adopt the original latent-space 
denoising loss from SD. The goal is to obtain a converged 
ControlNet that enables the generated image to roughly 
follow the input pose. This stage focuses on making the 
model responsive to diverse pose conditions. In the Stage 
2, we apply heatmap guided denoising loss. The training 
objective is to refine the model to accurately follow the 
input pose. We apply a heatmap mask in the latent space to 
assign higher weights to pose-relevant regions. This 
encourages model to focus more on human structure. 
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Fig. 1.  Overview of multi-stage ControlNet Fine-tuning 

 

4. Experiment 
  We conduct experiments on the Captioned COCO-Pose 
dataset [6] with 61.4k training and 2.69k evaluation triplets, 
using Stable Diffusion 1.5 as the base model. Training is 
done in two stages. Stage 1 uses the original denoising loss 
for 4 epochs. Stage 2 uses a heatmap-guided loss for 2 
epochs. Both stages use batch size 1, learning rate 5×10⁻⁷, 
and gradient accumulation step 1. 
  To evaluate the effectiveness of our proposed multi-
stage fine-tuning method, we compare the models from 
both stages with the baseline model, ControlNet-OpenPose. 
The evaluation is based on three main criteria: OKS for 
pose accuracy, LPIPS for assessing image quality, and 
CLIP score for measuring text-image alignment. We 
conduct both qualitative and quantitative evaluations of 
our method. Table 1 presents the quantitative comparison 
with the baseline, showing that our Stage 2 model 
significantly improves pose accuracy while slightly 
enhancing the original model’s generation capability. 
 
Table 1: Quantitative comparison with the baseline in terms of 

pose accuracy, image quality, and text-image alignment 

 
   For qualitative evaluation, we compare generated 
images from Stage 1, Stage 2, and the baseline using the 
same text prompt and pose. As shown in Fig. 2, the Stage 
2 model achieves better pose alignment, with keypoints 
more closely matching the input. Fig. 3 further shows 
improved text-image alignment, only the Stage 2 model 
correctly includes the bicycle mentioned in the prompt. 

 
Fig. 2.  Qualitative results illustrating pose accuracy 

 

Fig. 3.  Qualitative results illustrating text-image alignment 

5. Conclusion 
We propose a multi-stage fine-tuning method for 

ControlNet to improve pose accuracy in generated human 
images. Stage 1 uses the original latent denoising loss, 
while Stage 2 introduces a heatmap-guided loss for better 
pose alignment. Extensive evaluations show significant 
improvements in pose fidelity over the baseline. 
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