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1 Introduction
Speaker recognition identifies or verifies individuals

based on their unique acoustic features and is widely
used in voice assistants and network security. Tradi-
tional models often use CNN backbones such as VGG-
Net or ResNet. However, based on the studies from Au-
toSpeech [1], VGG-Net and ResNet are not optimally
suited for speech recognition tasks. Manually search-
ing for more effective architectures is time-consuming.
Differentiable Architecture Search (DARTS) [2] auto-
mates this process and has achieved remarkable success
in image classification by discovering optimal architec-
tures. Autospeech is the first to apply a pure DARTS
method to speaker recognition, demonstrating its ef-
fectiveness.

In this paper, we introduce self-attention pooling [3]
and LSTM to a DARTS-optimized CNN to capture
speaker features and temporal dependencies. Com-
pared to the baseline AutoSpeech, our method im-
proves accuracy in both speaker identification and ver-
ification tasks.

2 Related Work
Neural Architecture Search (NAS) aims to auto-

mate the design process of neural networks. Differen-
tial Architecture Search (DARTS) builds on traditional
NAS methods by transforming the discrete architec-
tural search space into a continuous search space, thus
enabling gradient-based optimization. This approach
allows joint optimization of architecture parameters
and network weights, reducing computational cost and
improving the search efficiency.
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Figure 1 Overview of proposed method

3 Proposed Method
In this work, we apply a DARTS-optimized CNN to

speaker recognition, combining self-attention pooling
and LSTM. As Figure 1 shows, the process consists of
three steps.

First, we use DARTS to search for the optimal neural

network architecture.
Second, after determining the optimal architecture,

we replace the max pooling layer with self-attention
pooling to improve search efficiency by avoiding high
computational costs during the architecture search
phase. Self-attention pooling captures long-term varia-
tions more effectively, as supported by previous studies.

Finally, during the training phase, we apply an
LSTM after the CNN backbone, which is widely used
to better capture long-term temporal dependencies in
speech.

4 Experiment
We train and evaluate our proposed model on the

VoxCeleb1 [4] dataset, which contains more than
100,000 utterances from 1251 celebrities, extracted
from YouTube.

We select AutoSpeech, a model that applies a pure
DARTS-optimized CNN for speaker recognition tasks,
for comparative evaluation. We evaluate two models
under the same settings, with the number of cells set
to 8 and the initial channel size set to 128. As shown in
Table 1, our proposed method exhibits better perfor-
mance in all three metrics of Top-1 accuracy (%), Top-
5 accuracy (%) for speaker identification, and Equal
Error Rate (EER, %) for speaker verification.
Table 1 Speaker identification and verification perfor-
mance on the VoxCeleb1 dataset.

Top-1(%) Top-5(%) EER(%) Parameters
AutoSpeech 87.57 95.98 8.96 18 million

Ours 88.13 96.71 8.91 25 million

5 Conclusion
In this work, we applied Differentiable Architecture

Search (DARTS) to speaker recognition tasks and op-
timized its performance by integrating self-attention
pooling and LSTM. Our method demonstrated signifi-
cant effectiveness in speaker recognition tasks, leading
to improved performance in both speaker identification
and verification compared to AutoSpeech.
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