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Most of the video coding schemes in widespread use today are international
standards developed by ITU-T and ISO/IEC. Among these standards, H.266 |
Versatile Video Coding (VVC), which was standardized in 2020, currently has the
highest coding performance and is expected to be used for video transmission over
narrow-band networks such as terrestrial and mobile access lines. However, due to
an accelerating increase in the amount of video data traffic, there is a need for
coding performance beyond VVC. Therefore, new video compression technologies

that can further improve coding performance have begun to be investigated.

Hybrid coding, which combines conventional temporal and spatial redundancy
removal methods, is considered a coding method beyond VVC. In addition, new
neural network-based coding is also being considered. Hybrid coding is a video
coding scheme consisting of prediction, transformation, quantization,
filter-in-the-loop, and entropy coding. The joint study group of ITU-T and ISO/IEC
has developed a model named Enhanced Compression Model (ECM) based on hybrid
coding to pursue coding performance beyond VVC. On the other hand, neural
network-based coding has shown coding performance that exceeds VVC in some
cases, but it has problems in terms of complexity, such as encoding and decoding
runtime. Therefore, this dissertation focuses on achieving coding performance that

exceeds VVC by extending the prediction method in hybrid coding.

Prediction consists of three processes: acquisition of reference samples,
interpolation of reference samples at fractional-sample-precision positions, and
generation of predicted samples. Each process has two or more different modes. Such
a variety of predictions can ideally improve coding performance if the appropriate
mode can be selected according to the image characteristics of the coded block. On
the other hand, many modes do not necessarily improve coding performance because
they increase the signaling overhead from the encoder to the decoder required for
mode selection. Furthermore, diverse modes increase and encoding and decoding
runtime for mode selection and raise the memory bandwidth of the decoder required

to acquire reference samples.

This dissertation aims to achieve a highly efficient video coding method to address
the increasing video data traffic. Therefore, this dissertation targets improving the
efficiency of prediction methods to enhance the coding performance of hybrid coding.
Specifically, this dissertation on extensions of prediction and study the methods that

implement ideal soft decision criteria as real-world solutions considering actual
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operations rather than the conventional deterministic mode-switching decision (i.e.,
hard decision) criteria. In Chapters 2 to 5, this dissertation clarifies hard decision
elements in the conventional prediction methods and proposes to soften the hard
decision elements, considering the better trade-off between coding performance and

complexity. This dissertation consists of the following six chapters.

Chapter 1 describes the background and outline of this dissertation.

Chapter 2 proposes an intra Switchable Interpolation Filter (SIF) with wvariable
thresholds based on coding block sizes and quantization parameter values. To obtain
high prediction accuracy over a wide range of video coding bitrates, the proposed
method introduces a soft-decision-oriented threshold that switches between intra
SIFs with different cutoff frequencies. Experimental results demonstrate that the

proposed method provides better coding performance than the conventional method.

Chapter 3 proposes a memory bandwidth-constrained Overlapped Block Motion
Compensation (OBMC) method. This method treats the number of motion vectors and
the lengths of Interpolation Filter (IF) for neighboring blocks, which are
determinants of memory bandwidth in OBMC, as variables dependent on the current
coding block sizes. Furthermore, the proposed method generalizes the problem set as
a constrained objective function that maximizes memory bandwidth for a predefined
upper limit and derives soft-determined variable OBMC parameters. Experimental
results show that the proposed method provides better coding performance than the
conventional method with the same worst-case memory bandwidth as the

conventional method.

Chapter 4 proposes a new mode of Geometric Partitioning Mode (GPM). Specifically,
the proposed method introduces GPM with inter and intra predictions
(GPM-Inter/Intra) in addition to the conventional GPM, i.e., GPM with different
inter predictions (GPM-Inter/Inter). In other words, the proposed method can soften
the application conditions of GPM with GPM-Inter/Intra. Furthermore, to suppress
the signaling overhead of GPM-Inter/Intra, the proposed method restricts the types
of selectable intra-prediction modes in GPM-inter/intra. Experimental results show
that the proposed method has superior coding performance compared to the
conventional method and qualitatively suppresses artifacts observed in the

conventional method for low-delay video coding configurations.
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Chapter 5 proposes a new mode of Intra Block Copy (IBC). Specifically, the
proposed method introduces bi-predictive IBC using two block vectors in addition to
the conventional uni-predictive IBC using a single block vector. In other words, the
proposed method can soften the application condition of IBC with a bi-predictive
IBC. Furthermore, to avoid increases in encoding runtime while maintaining the
coding performance of the proposed IBC, the proposed method introduces an early
termination method. This method determines cases where the application of the
bi-predictive IBC is ineffective and suspends the proposed IBC’s coding process.
Experimental results show that the proposed method does not significantly increase
the encoding runtime and achieves better coding performance than conventional

methods.

Chapter 6 concludes this discussion with future directions.
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Most of the video coding schemes in widespread use today are international standards
developed by ITU-T and ISO/IEC. Among these standards, H.266 | Versatile Video Coding
(VVC), which was standardized in 2020, currently has the highest coding performance and
is expected to be used for video transmission over narrow-band networks such as terrestrial
and mobile access lines. However, due to an accelerating increase in the amount of video data
traffic, there is a need for coding performance beyond VVC. Therefore, new video compression
technologies that can further improve coding performance have begun to be investigated.

Hybrid coding, which combines conventional temporal and spatial redundancy removal
methods, is considered a coding method beyond VVC. In addition, new neural network-based
coding is also being considered. Hybrid coding is a video coding scheme consisting of
prediction, transformation, quantization, filter-in-the-loop, and entropy coding. The joint study
group of ITU-T and ISO/IEC has developed a model named Enhanced Compression Model
(ECM) based on hybrid coding to pursue coding performance beyond VVC. On the other hand,
neural network-based coding has shown coding performance that exceeds VVC in some cases,
but it has problems in terms of complexity, such as encoding and decoding runtime. Therefore,
this dissertation focuses on achieving coding performance that exceeds VVC by extending the
prediction method in hybrid coding.

Prediction consists of three processes: acquisition of reference samples, interpolation of
reference samples at fractional-sample-precision positions, and generation of predicted samples.
Each process has two or three different modes. Such a variety of predictions can ideally
improve coding performance if the appropriate mode can be selected according to the image
characteristics of the coded block. On the other hand, many modes do not necessarily improve
coding performance because they increase the signaling overhead from the encoder to the
decoder required for mode selection. Furthermore, diverse modes increase encoding and
decoding runtime for mode selection and raise the memory bandwidth of the decoder required
to acquire reference samples.

This dissertation aims to achieve a highly efficient video coding method to address the
increasing video data traffic. Therefore, this dissertation targets improving the efficiency of
prediction methods to enhance the coding performance of hybrid coding. Specifically, we focus
on extensions of prediction and study the methods that implement ideal soft decision criteria as
real-world solutions considering actual operations rather than the conventional deterministic
mode-switching decision (i.e., hard decision) criteria. In Chapters 2 to 5, this dissertation
clarifies hard decision elements in the conventional prediction methods and proposes to soften
the hard decision elements, considering the better trade-off between coding performance and
complexity. This dissertation consists of the following six chapters.

Chapter 1 describes the background and outline of this dissertation.

Chapter 2 proposes an intra Switchable Interpolation Filter (SIF) with variable thresholds
based on coding block sizes and quantization parameter values. To obtain high prediction
accuracy over a wide range of video coding bitrates, the proposed method introduces
a soft-decision-oriented threshold that switches between intra SIFs with different cutoff
frequencies. Experimental results demonstrate that the proposed method provides better coding



i

performance than the conventional method.

Chapter 3 proposes a memory bandwidth-constrained Overlapped Block Motion
Compensation (OBMC) method. This method treats the number of motion vectors and the
lengths of Interpolation Filter (IF) for neighboring blocks, which are determinants of memory
bandwidth in OBMC, as variables dependent on the current coding block sizes. Furthermore,
the proposed method generalizes the problem set as a constrained objective function that
maximizes memory bandwidth for a predefined upper limit and derives soft-determined variable
OBMC parameters. Experimental results show that the proposed method provides better coding
performance than the conventional method with the same worst-case memory bandwidth as the
conventional method.

Chapter 4 proposes a new mode of Geometric Partitioning Mode (GPM). Specifically,
the proposed method introduces GPM with inter and intra predictions (GPM-Inter/Intra) in
addition to the conventional GPM, i.e., GPM with different inter predictions (GPM-Inter/Inter).
In other words, the proposed method can soften the application conditions of GPM with
GPM-Inter/Intra. Furthermore, to suppress the signaling overhead of GPM-Inter/Intra, the
proposed method restricts the types of selectable intra-prediction modes in GPM-inter/intra.
Experimental results show that the proposed method has superior coding performance compared
to the conventional method and qualitatively suppresses artifacts observed in the conventional
method for low-delay video coding configurations.

Chapter 5 proposes a new mode of Intra Block Copy (IBC). Specifically, the proposed
method introduces bi-predictive IBC using two block vectors in addition to the conventional
uni-predictive IBC using a single block vector. In other words, the proposed method can soften
the application condition of IBC with a bi-predictive IBC. Furthermore, to avoid increases in
encoding runtime while maintaining the coding performance of the proposed IBC, the proposed
method introduces an early termination method. This method determines cases where the
application of the bi-predictive IBC is ineffective and suspends the proposed IBC’s coding
process. Experimental results show that the proposed method does not significantly increase
the encoding runtime and achieves better coding performance than conventional methods.

Chapter 6 concludes this discussion with future directions.
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Chapter 1

Introduction

1.1 Background

Video compression technology, i.e., video coding, has evolved tremendously through the efforts
of numerous researchers worldwide. Most of the video coding schemes in widespread use
today are international standards developed by ITU-T and ISO/IEC. A new generation is
developed every ten years, considering user demand for High-Definition (HD) and Ultra-HD
(UHD) video services, hardware processing capability, and sufficiently superior coding
performance compared to the previous standard. For example, H.265 | High Efficiency Video
Coding (HEVC) [6] was standardized in 2013 by the Joint Video Experts Team (JVET), the
collaboration team of ITU-T and ISO/IEC. HEVC is widely used for UHD broadcasting and
internet video streaming over broadband networks such as satellite and static access lines
(e.g., cable television and optical fiber). H.266 | Versatile Video Coding (VVC), developed
in 2020 [7], currently has the highest coding performance and is expected to be used for
video transmission over narrowband networks such as terrestrial [8] and mobile access lines.
Specifically, VVC has twice the coding performance of HEVC, i.e., VVC can achieve around
50% bitrate saving compared to HEVC at the same subjective video qualities.

However, there is a need for coding performance beyond VVC due to an accelerating
increase in video data traffic according to the analysis report on the internet data traffic [9, 10].
The projected increase in traffic volume from 2024 to 2029 is assumed to be caused by the
introduction of Cross Reality (XR) services such as Augmented Reality (AR), Virtual Reality
(VR), and Mixed Reality (MR) [9]. For example, UHD VR video with data more than UHD
video is predicted to be widespread [10]. In addition, 3D volumetric video streaming, which
leverages 2D video coding on the back end, is expected to further accelerate data traffic [11, 12].
Therefore, new video compression technologies that can further improve coding performance
have begun to be investigated.

In the exploration of compression technologies beyond VVC, there are some studies of
hybrid coding and neural network-based coding. Hybrid coding, which combines conventional
temporal and spatial redundancy removal methods. Specifically, hybrid coding consists of
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Figure 1.1: Function block diagram of VVC encoder.

prediction, transform, quantization, in-loop filtering, and entropy coding. JVET has developed
a model named Enhanced Compression Model (ECM) based on a hybrid coding architecture
to pursue coding performance beyond VVC [13]. On the other hand, neural network-based
coding has been actively studied mainly in academia and has shown coding performance that
exceeds VVC, but it has problems in terms of complexity, such as encoding and decoding
runtime compared to hybrid coding [14, 15]. Therefore, this dissertation focuses on the study
of hybrid coding with a view to future practical use. In addition, since many new prediction
tools have been proposed for ECM and have attracted researchers’ attention, this dissertation
targets improved coding performance by extending prediction methods.

1.2 Prediction

VVC’s high coding performance is due to several new video coding tools that were not in
HEVC. VVC follows a hybrid coding architecture, the same as the pre-HEVC standards.
Specifically, as shown in Fig. 1.1, VVC initially partitions video frames into coding blocks,
generates the residual sample of coding block by block-wise prediction, then applies transform
with quantization, and finally performs entropy coding.

Prediction comprises three processes: acquisition of the reference samples; interpolation
of reference samples at fractional-sample-precision positions; and generation of prediction
samples. Each process has two or three different modes. For instance, VVC has the following
various modes in each process to improve coding performance. First, regarding acquisition
schemes of reference samples, three schemes are in VVC: inter-prediction, intra-prediction,
and Intra Block Copy (IBC), as shown in Fig. 1.2. Fig. 1.2(a) shows inter prediction, also
called Motion Compensation (MC), that obtains reference samples from different coded frames
using up to two Motion Vectors (MVs). Fig. 1.2(b) shows intra prediction that gets reference
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samples from the coded region adjacent to the coding block within the same frame using an Intra
Prediction Mode (IPM). Fig. 1.2(c) shows IBC that fetches reference samples from the broader
coded region than that of intra prediction within the same frame using a single Block Vector
(BV). Second, regarding the interpolation of reference samples, VVC extends the Interpolation
Filter (IF) length more than that of HEVC and introduces Switchable Interpolation Filters (SIFs)
with different cutoff frequencies that are applicable for inter- and intra-predictions. Third,
regarding the generation of prediction samples, VVC adopts new prediction sample fusion
tools such as Combined Inter and Intra Prediction (CIIP) and Geometric Partitioning Mode
(GPM). CIIP fusions inter and intra prediction samples using a uniform weight across the
entire block. GPM partitions a rectangular coding block into two regions by the pre-defined 64
types of straight lines (i.e., GPM boundary) and blends two different inter prediction samples
using weights based on distance from the GPM boundary within the coding block, as shown
in Fig. 1.3(a). The GPM fusion can accurately predict boundary areas between foreground and
background with different motions.

Additionally, ECM adopts Overlapped Block Motion Compensation (OBMC), originally
used in H.263. Comparing GPM, OBMC blends the current block and neighboring block inter
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prediction samples using weights based on distance from the coding block boundaries, as shown
in Fig. 1.3(b). The OBMC fusion can avoid prediction errors around block boundaries in cases
where current and neighboring blocks have different motions.

Such a variety of predictions can ideally improve coding performance if the appropriate
mode can be selected according to the image characteristics of coding blocks. On the other
hand, many modes do not necessarily improve coding performance because they increase the
signaling overhead required for mode selection. In addition, diverse modes increase encoding
and decoding runtime for mode selection and raise the decoder’s memory bandwidth required
to acquire reference samples. Those trade-offs in video coding are explained in the next section.

1.3 Trade-offs in Video Coding

There are two major trade-offs in video coding. The first is a trade-off between the code volume
of the bitstream, i.e., bitrate, and distortion of coded pictures (i.e., reconstructed sample values)
compared to original pictures (i.e., original sample values), which define coding performance.
The bitstream includes signaling overhead specifying the mode in prediction and the level value
of coefficients generated from the residual signal. Many modes reduce the distortions but also
increase the signaling overhead. Therefore, searching for a better trade-off between the bitrate
and distortion is indispensable to improve coding performance.

The second is a trade-off between coding performance and complexity. Here, the
complexity of encoding and decoding runtime, the decoder’s memory bandwidth, and the ease of
parallel processing are commonly evaluated. As a well-known technique for improving coding
performance, Rate-Distortion (RD) optimization [16] is generally used. The RD optimization is
implemented in the reference software as an encoder functionality of minimizing a cost function
J that is defined as the weighted sum of bitrate and distortion (J = R + AD), where R, A\, and
D denote bitrate, Lagrange multiplier, and distortion. The RD optimization requires bitrate
so that it can be performed at the final encoding stage. This suggests that many prediction
modes increase encoding runtime. In addition, complicated prediction processes raise decoding
runtime and the decoder’s memory bandwidth. Now that HD/UHD has become popular, it is
common to fetch reference samples from the decoder’s external memory. An increase in the
number of reference samples leads to a rise in memory bandwidth.

For practical use of video coding, pursuing a better trade-off is essential. For example,
decreasing the encoding and decoding runtime is required for real-time video transmission, and
reducing memory bandwidth is required to save power consumption, which is a critical issue
for battery-powered mobile devices.

1.4 Problem Setting

A highly efficient video coding method beyond VVC is required to overcome the increasing
video data traffic. This dissertation focuses on improving the prediction efficiency, i.e.,



Chapter 1 Introduction 5

Table 1.1: Comparison of the approach and selectable mode m in conventional and proposed
prediction methods. The number of possible states for m are assumed within the
interval from 0 to 1.

Method Conventional Proposed
Approach Harc.i ﬁ:ie?isiog Soft d'ecision
(Deterministic / Fixed) (Variable)
Selectable mode m m € {0,1} meMC[0,1]NQ

prediction distortion versus signaling overhead for mode selection, to enhance coding
performance.

However, the improvement of prediction efficiency is coming to saturation, with the
conventional method that switches two or three modes in each prediction process described
in Sec. 1.2. To break through this saturation, it is necessary to assume a larger number of
states, ideally a continuous number of states, in each prediction process and to adaptively
use them according to the image characteristics of coding blocks. On the other hand, with a
view to actual operation, the number of states must be discretized, and improving prediction
efficiency is a trade-off between the number of modes and signaling overhead and complexity.
Despite this compromise, discretizing the number of modes may provide quantitatively or
qualitatively better performance than conventional deterministic mode-switching methods.
For the above reasons, the concept of a soft-decision-oriented approach, commonly used in
demodulating techniques for error correction of information source coding [17, 18, 19], is
important. Therefore, this dissertation treats this approach as the background of the philosophy.

1.5 Dissertation Overview

In this dissertation, we aim to achieve a highly efficient video coding method to
address the increasing video data traffic. Therefore, we target improving the prediction
efficiency to enhance the coding performance of hybrid coding. Specifically, we focus on
extensions of prediction and study the methods that implement ideal soft decision criteria as
real-world solutions considering actual operations rather than the conventional deterministic
mode-switching decision (i.e., hard decision) criteria. Tab. 1.1 compares the approach and
selectable mode in conventional and proposed prediction methods, assuming that the number
of possible states for m is within the interval from 0 to 1. In Chapters 2 to 5, we clarify
hard decision elements in the conventional prediction methods and propose to soften the
hard decision elements, considering the better trade-off between coding performance and
complexity.

Fig. 1.4 summarizes the prediction methods targeted in each chapter of this dissertation,
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Chapter | Prediction | Decision matter Hard decision Soft decision
2 Intra/ Apply cubic IF | Fixed threshold defined by one | Variable threshold defined by
{14} Intra SIF or Gaussian IF block size QP dependent block sizes

Variable memory bandwidth

3 Inter/ Apply OBMC Fixed memory bandwidth )
{2,13} OBMC or not determinants of OBMC deterrmnants of OBMC
depending on block sizes
4 Inter/ Apply GPM GPM-Inter/Inter

Only GPM-Inter/Inter

{4} GPM or not + GPM-Inter/Intra
5 Apply IBC . - Uni-predictive IBC
o IBC or not Only Uni-predictive IBC + Bi-predictive IBC

Figure 1.4: Summary of the prediction methods targeted in this dissertation, their corresponding
decision matters, hard decision elements, and proposed soft decision elements,
respectively. The “Chapter” column’s curly brackets correspond to the journals
and conference papers described as the list of publications in this dissertation.
Underlines in the “Soft decision” column are new elements introduced by the
proposed method.

along with the corresponding decision matters, hard decision elements, and proposed soft
decision elements, respectively. The rest of this dissertation is organized as follows.

Chapter 2 [Block-size and QP Dependent Intra Switchable Interpolation Filters]
explores improving the prediction accuracy of an intra SIF. First, we present block-size
dependent intra SIFs with two different cutoff frequency characteristics (i.e., cubic and Gaussian
IFs), which were finally adopted in VVC. The cubic and Gaussian IFs can be switched by a fixed
threshold defined by one block size of the current coding blocks. Specifically, the Gaussian
IF has a higher denoising (i.e., smoothing) effect of prediction distortion than the cubic IF.
Hence, the conventional method applies the Gaussian IF to large-size blocks with flat image
characteristics. In contrast, it applies the cubic IF to small-size blocks with complex image
characteristics such as edges. However, since the block sizes and prediction distortions depend
on the Quantization Parameters (QPs), the conventional intra SIF is not always optimal for
wide QP ranges. Therefore, we propose an intra SIF with variable thresholds defined by QP
dependent block sizes. In other words, we introduce the soft-decision-oriented threshold for
switching different cutoff frequencies to obtain high prediction accuracy over a wide bit rate
range. Finally, we demonstrate the experimental results that the proposed method provides
better coding performance than the conventional method in a high QP range.
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Chapter 3 [Memory Bandwidth Constrained Overlapped Block Motion
Compensation] studies the better trade-off between coding performance and memory
bandwidth for OBMC. First, we explain the memory bandwidth issue of OBMC and illustrate
memory bandwidth determinants for regular MC and OBMC. Next, we introduce the idea that
the application condition of the conventional OBMC is designed not to exceed the maximum
(i.e., worst-case) memory bandwidth required for regular MC without OBMC. Specifically,
the application of OBMC is determined by a fixed current block size and a fixed number of
MVs of the current block and neighboring blocks, which are the determinants of memory
bandwidth. However, such OBMC application decisions by the fixed memory bandwidth
determinants leave room for OBMC application for the worst-case memory bandwidth and do
not maximize the potential coding performance of OBMC. Therefore, we propose a memory
bandwidth-constrained OBMC method that treats the memory determinants of OBMC, such
as the number of MVs and the IF length of neighboring blocks, as variables depending on
the current coding block sizes. Furthermore, we generalize the problem set as a constrained
objective function that maximizes memory bandwidth for a predefined upper limit and derives
soft-determined variable OBMC parameters. Finally, we show experimental results that the
proposed method provides better coding performance than the conventional method with the
same worst-case memory bandwidth as the conventional method.

Chapter 4 [Geometric Partitioning Mode with Inter Prediction and Intra Prediction]
researches improving the prediction accuracy of GPM. First, we summarize the algorithm of
GPM with two different inter predictions (GPM-Inter/Inter), which is finally adopted in VVC.
Whether GPM-Inter/Inter is applied is determined by signaling. However, GPM-Inter/Inter
does not necessarily predict the boundary of the objects with high accuracy, especially for
low-latency video coding configurations where we can fetch the reference samples only from
past coded pictures. For example, GPM-Inter/Inter cannot accurately predict the boundary
between the background and foreground, which appears after the intersection of two foreground
objects, because the background region is not included in the past coded pictures. Therefore,
we propose introducing GPM with inter and intra predictions (GPM-Inter/Intra) as a new
selectable prediction mode of GPM in addition to GPM-Inter/Inter. In other words, the proposed
method can soften the application conditions of GPM with GPM-Inter/Intra. Furthermore,
to suppress the signaling overhead of GPM-Inter/Intra, we restrict the types of selectable
intra-prediction modes in GPM-inter/intra. Finally, we demonstrate experimental results that
the proposed method has superior coding performance compared to the conventional method
and qualitatively suppresses artifacts observed in the conventional method for low-delay video
coding configurations.

Chapter 5 [Bi-predictive Intra Block Copy] pursues a better trade-off between bitrates
and distortion and encoding runtime of IBC. First, we describe conventional IBC methods,
such as those used in VVC and ECM. All the conventional IBC methods use a single
BV, i.e., uni-predictive IBC, and whether IBC is applied is determined by signaling. The
uni-predictive IBC is classified into a BV-search-based IBC and a BV-search-free IBC, and
we can select two IBC modes to obtain a better trade-off between bitrates and distortions. The
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BV-search-based IBC method can decrease prediction distortion with high-accurate BV while
increasing signaling overhead more than the BV-search-free IBC method. The characteristic
of the BV-search-free IBC method is vice versa. However, there is room for further coding
performance gain if we introduce a new IBC method that realizes an intermediate trade-off
between BV-search-based and BV-search-free IBC methods. On the other hand, in that case,
we must also consider how to realize a better trade-off between coding performance gains
and encoding runtime of IBC since a new IBC method increases the selection of IBC modes.
Therefore, we propose to introduce bi-predictive IBC as a new selectable prediction mode
in IBC. In other words, the IBC application condition where only uni-predictive IBC can
be selected is softened by introducing bi-predictive IBC. Furthermore, to avoid increases in
encoding runtime while maintaining the coding performance of the proposed IBC, we introduce
an early termination method. This method determines cases where the application of the
bi-predictive IBC is ineffective and suspends the proposed IBC’s coding process. Finally, we
demonstrate experimental results that the proposed method does not significantly increase the
encoding runtime and achieves better coding performance than conventional methods.

Chapter 6 concludes this dissertation with future directions.
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Chapter 2

Block-size and QP Dependent Intra
Switchable Interpolation Filters

2.1 Introduction

2.1.1 Background

! Before the development of the H.266 | Versatile Video Coding (VVC) standard, the Joint
Exploration test Model (JEM) [20] was developed by the Joint Video Experts Team (JVET) to
achieve compression capabilities beyond HEVC. JEM incorporates various new intra prediction
tools that served as prototypes for VVC’s intra prediction. For example, it includes intra mode
coding with 67 intra prediction modes, Cross-Component Linear Model (CCLM) prediction,
and a 4-tap intra Switchable Interpolation Filter (SIF). In particular, improving the Interpolation
Filter (IF) required for generating reference samples at fractional-sample-precision positions in
intra angular prediction is important for reducing prediction residuals.

JEM adaptively switches 4-tap cubic and 4-tap Gaussian IFs dependent on the prediction
block sizes, whereas H.265 | High Efficiency Video Coding (HEVC) only uses a 2-tap bilinear
interpolation filter. The purpose of switching cubic or Gaussian filters is to acquire the
optimal reference samples by selecting cutoff frequency adaptively according to the picture
characteristics. In practice, these filters are switched based on a fixed block size threshold,
assuming two types of image characteristics: small-size and large-size prediction blocks. The
SIF can reduce prediction errors and consequently improve coding performance. However,
switching cutoff frequency based on the fixed threshold, i.e., fixed prediction block size, is not
always optimal for various Quantization Parameter (QP) values due to the correlation between
prediction block sizes and QP values. Specifically, prediction block size increases when QP
values increase since QP is proportional to the logarithm of the quantization steps. In addition,

I'This chapter is based on “Blocksize-QP Dependent Intra Interpolation Filters” [1], by the same author, which
appeared in the Proceedings of IEEE International Conference on Image Processing (ICIP), Copyright(C)2019
IEEE.
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improving coding performance in high QP conditions is important when transmitting video data
over narrow bandwidth, such as mobile networks.

2.1.2 Proposal

This chapter proposes an intra SIF with variable thresholds based on prediction block sizes
and QP values. In other words, we introduce the soft-decision-oriented threshold for switching
different cutoff frequencies to obtain high prediction accuracy over a wide bit rate range.

2.1.3 Contribution

To evaluate the effectiveness of the proposed method, we implemented it on top of the
VVC Test Model (VIM) version 2 (VITM-2) and performed the experiments according to
the JVET Common Test Condition (CTC). The experimental results show that the proposed
method provides a coding performance gain of 0.45% compared to the VTM-2 for the all intra
configuration under JVET CTC. The gain is slightly larger than the conventional method using
the fixed block-size criteria (0.41%). Furthermore, the proposed method achieves a coding
performance gain of 0.43% more than the conventional method (0.20%) under a higher QP
range than those used in JVET CTC.

2.1.4 Outline

The rest of this chapter is organized as follows. Related work and the corresponding problems
are explained in Sec. 2.2. Sec. 2.3 presents the details of the proposed method. Sec. 2.4 describes
the experimental results and discussion. Finally, we conclude this chapter in Sec. 2.5.

2.2 Related Work

Some related works propose a switchable interpolation filter using different filter taps or cutoff
frequencies according to the criteria based on only prediction block size. Matsuo et al. proposed
to apply a 4-tap or 6-tap DCT-based filter to a prediction block that is equal to or smaller than
8x8 samples while utilizing a 2-tap bilinear filter for prediction block that is larger than 8x8
samples [21, 22]. Wei et al. proposed to switch 4-tap DCT-based and 4-tap Gaussian filters
according to the same criteria as Matsuo et al. [23]. Yoo et al. also proposed to switch 4-tap
cubic and 4-tap Gaussian filters according to the prediction block-size-based criteria [24].

The design policy for conventional switchable filters based on prediction block size is as
follows. Since large-size blocks generally have flat or simple textures, all the conventional
methods proposed low-pass filters for large-size blocks. In addition, the effect of interpolation
filters tends to be smaller for large-size blocks because the distance from the reference samples
to the prediction samples near the lower right corner is larger. Therefore, a short-tap filter such
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as a 2-tap bilinear filter or a 4-tap Gaussian filter can provide sufficient smoothing effect. On
the other hand, small-size blocks have complicated textures, and all samples in the block are
close to the reference samples, so the effect of interpolation filters tends to be large. Therefore,
a 4-tap DCT-based or cubic interpolation filter with a sharpness effect is applied to small-size
blocks to reduce the prediction error.

2.3 Proposed Method

2.3.1 Analysis of Switchable Interpolation Filter

We performed a preliminary experiment to investigate whether the conventional switchable
interpolation filter using a fixed block size threshold is optimal. Specifically, we analyzed the
correlation between prediction block size and the selected filter between the 4-tap cubic and
Gaussian filters by implementing them in the VITM-2 [25] instead of using the existing 2-tap
bilinear filter for all-size blocks in VITM-2. We also replaced the prediction block-size-based
selection criteria with an RDO-based type.

Figs. 2.1a and 2.1b show the 4-tap cubic and Gaussian filtered blocks for BasketballDrill
(832x480) of the first frame with two QPs such as 22 and 37. BasketballDrill is a test sequence
in the JVET Common Test Condition (CTC) [26]. Figs. 2.2a and 2.2a show the 4-tap cubic and
Gaussian filters applied sample ratio normalized frame for each prediction block size. Here,
non-filtered blocks appear when the horizontal, vertical, DC, or planar prediction is selected
since the integer position is referenced.

From these figures, the three following trends can be revealed. First, cubic filtered blocks
equal to or greater than 16 x 16 samples and Gaussian filtered blocks smaller than 8 x 8 samples
appear in both QP values, where these filters are prohibited in conventional method’s prediction
block size-based criteria. Second, small-size prediction blocks coded by a smaller QP tend to
select the cubic filter instead of the Gaussian filter and vice versa. On the other hand, large-size
prediction blocks coded by a higher QP tend to select a cubic filter compared with the smaller
QP case. Consequently, an optimal filter depends on prediction block size and QP values.
Thus, it was confirmed that the prediction block size-dependent filters in the related works
are insufficient for the Bjontegaard Delta bitrate (BD-rate) aspect [27, 28]. The BD-rate is a
well-known evaluation metric to quantify the difference in bitrate for equivalent levels of Peak
Signal-to-Noise Ratio (PSNR), whose negative and positive values indicate coding performance
gains and losses, respectively.

2.3.2 Block-size and QP Dependent Intra Switchable Interpolation Filters

This chapter proposes switching criteria based on the prediction block size and QP value for
applying 4-tap cubic and Gaussian filters. Tab. 2.1 shows the proposed switching criteria. The
column and row indicate prediction block sizes and QP values, respectively. The letters “C” and
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Table 2.1: The portion of cubic filtered blocks (left) and Gaussian filtered blocks (right) at from
the whole CTC test-set QP = 37.

prediction block size

QP value =16 32 o4
18 C G G G G

19 cC C G G G

c ¢ G G G

27 cC C G G G

28 c C C G G

c C C G G

35 cCc C C G G

36 c ¢ C C G

“G” indicate the cubic and Gaussian filters, respectively. The prediction block size, i.e., whether
to use the block’s height or width as the threshold, is determined based on the direction of intra
angular modes because the non-square prediction blocks occur in VIM. When the angular is
larger than 45°, the block size is defined as block width, and vice versa, as shown in Fig. 2.3.
The proposed block-size definition, in contrast with conventional methods, allows the filters
for non-squared blocks to select a suitable cut-off frequency.

The proposed method’s main difference is variable thresholds of prediction block sizes
according to QP values. Here, the variable thresholds are derived by preliminary and exhaustive
experiments, combining the QP value (12, 17, 22,27, 32,37,42,47, 52, and 57) and prediction
block size thresholds (4, 8, 16, 32, and 64) for all test sequences in the JVET CTC. The derived
thresholds endorse our assumption. The assumption is that the Gaussian filter is also likely to
be applied for small-size prediction blocks in a low QP range, and the cubic filter is also likely
to be applied for large-size prediction blocks in a high QP range.

2.4 Experimental Results and Discussion

2.4.1 Test Conditions

To evaluate the effectiveness of the proposed method, we implemented it on the VITM-2 and
performed the experiments following JVET CTC [26]. Since the proposed method focuses on
an intra-picture, the experiments were evaluated only for the all intra configuration of the JVET
CTC. Coding performance is measured by the BD-rate of the luma (i.e., Y) component (BDY),
which can be calculated by PSNR and bitrates of different coding methods at four different QP
points. The complexity was assessed using the ratio of the proposed method’s encoder runtime
(EncT) and decoder runtime (DecT) compared to VIM-2. As four QP points, we also used the
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Table 2.2: Results in the CTC-QP range.

Class Proposal Yoo et al.
BDY [%] EncT [%] DecT [%] | BDY [%)] ‘ EncT [%] DecT [%]
Al -0.06 102 100 -0.18 103 100
A2 -0.17 102 100 -0.15 103 101
B -0.43 101 101 -0.41 103 101
C -0.76 100 101 -0.65 101 102
D -0.55 100 100 -0.53 101 101
E -0.73 101 100 -0.59 102 101
Overall (A~E w/o D) -0.45 101 101 -0.41 102 101

high-QP range (QP = 32, 37, 42, 47) in addition to the CTC-QP range (QP = 22, 27, 32, 37).
In the JVET CTC’s all-intra configuration, five classes were defined based on the use case with
content resolution. The resolutions of test sequences are categorized by classes A1/A2, B, C,
D, and E: 3840 x 2160, 1920 x 1080, 832 x 480, 416 x 240, and 1280 x 720. The frame rate
ranges of the test sequences are from 24 to 60.

2.4.2 Rate-Distortion Curve Characteristics

Fig. 2.4 shows a Rate-Distortion (RD) curve of the sequence “BasketballDrill” (832 %480, 50
FPS) for the all intra configuration in the high-QP range. Fig. 2.4 reveals that the coding
performance gain comes not from the objective quality improvement but from the bitrate
reduction by the proposed method. It can be considered that the bitrate reduction is realized
as follows. The precision of intra-angular prediction is enhanced by high-precision reference
samples generated using the optimal IF cutoff selected in the proposed method. This has led to
a reduction in the prediction residual signal, resulting in minimal residual signal coding and a
decrease in bitrate. Similar observations were made for the “Basketballdrill” sequence as with
the other sequences.

2.4.3 Objective Evaluations

Tabs. 2.2 and 2.3 show the experimental results by the two QP range. The baseline of all results
1s VTM-2. In accordance with the JVET CTC, Class D’s results are not included in the overall
results.

Tab. 2.2 shows that proposed and conventional methods bring coding performance gains of
0.45% and 0.41% over VIM-2 under CTC-QP range. On the other hand, Tab. 2.3 shows that
proposed and conventional methods provide coding performance gains of 0.43% and 0.20%
over VITM-2 under high-QP range. A comparison of the coding performance gains of classes
revealed that the gain with the low-resolution class is larger than that with the high-resolution



Chapter 2 Block-size and QP Dependent Intra Switchable Interpolation Filters 14

Table 2.3: Rsults in the high-QP range.

Class Proposal Yoo et al.
BDY [%] EncT [%] DecT [%] | BDY [%)] ‘ EncT [%] DecT [%]
Al -0.08 102 100 -0.18 103 100
A2 -0.10 102 100 -0.03 103 100
B -0.52 101 101 -0.20 104 101
C -0.72 100 101 -0.37 103 102
D -0.50 100 100 -0.40 102 101
E -0.57 101 100 -0.20 103 101
Overall (A~E w/o D) -0.43 101 101 -0.20 103 101

class. This is because the low-resolution test sequences have more small-size blocks with
complex textures than the high-resolution test sequences. SIF is highly effective in these
complex texture areas. Moreover, the proposed method can achieve double coding performance
gain compared to the conventional method under high-QP ranges. This is because the cubic
filter can be applied to large-size prediction blocks in the proposed method, while the cubic
filter cannot be applied to these blocks in the conventional method. In addition, the proposed and
conventional methods increase encoding and decoding runtime due to the SIF. The operation
of the 4-tap IF in the proposed and conventional method is larger than the 2-tap bilinear filter
in VIM-2.

The experimental results demonstrated the effectiveness of the proposed method in terms
of coding performance gains, especially for a wide QP range. On the other hand, the proposed
method also provides a coding performance loss of 0.10% over the conventional method in
some Class A1l sequences (FoodMarket and Tango). The coding performance losses are due to
blurs of the two test sequences, which can spoil intra SIF. From the preliminary analysis, the
optimal thresholds of the prediction block size are 4 for the two test sequences under the CTC
and high-QP ranges. Hence, the coding performance of the conventional method, using a fixed
threshold of prediction block (i.e., 8), is higher than the proposed method.

2.4.4 Subjective Evaluation

Fig. 2.5 compares subjective qualities and block map analyses of VIM-2 for BasketballDrill at
QP = 37. Fig. 2.5 compares subjective qualities and block map analyses of VIM-2 for the
“Basketballdrill” sequence at QP = 37. Firstly, the application of different filters does not
significantly impact the subjective quality as long as the prediction block size remains constant.
Secondly, the artifact within the red boundary is only observed in Yoo et al., where larger
prediction blocks are present within the red boundary than VTM-2 and the proposed method.
Therefore, it can be inferred that the variance in prediction block partitioning has a greater
influence on subjective quality than the differences in filter application.
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2.5 Conclusion

This chapter proposes intra SIFs with variable thresholds based on prediction block size and
QP values. The proposed variable threshold can better switch the two IFs with different
cutoff frequencies over a wide bit rate range than the conventional fixed threshold. The
experimental results provided an average coding performance gain of 0.45% under all intra
configurations of JVET CTC compared with the coding performance of VITM-2 using one intra
IF. Furthermore, the proposed method provides twice the coding performance gain for a high QP
range than the conventional method using intra SIFs based on the fixed block-size threshold.
This demonstrates that the proposed method can maintain coding gains even in narrowband
environments such as mobile networks.
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(b) QP =37

Figure 2.1: 4-tap cubic and Gaussian filtered blocks for BasketballDrill (832x480) of the first
frame. The yellow grids denote prediction block partitions. The blue, orange, and

gray blocks indicate cubic, Gaussian, and non-filtered. (Copyright(C)2019 IEEE,
[1] Fig. 1)
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Figure 2.2: Cubic and Gaussian filters applied sample ratio normalized frame for each
prediction block.
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Figure 2.5: Comparison of subjective qualities and block map analyses of VIM-2 (left),
conventional method (center), and the proposed method (right) at QP = 37. The red,
blue, orange, and gray blocks indicate 2-tap bilinear filtered, 4-tap cubic filtered,
4-tap Gaussian filtered, and non-filtered blocks, respectively. The non-filtered
blocks occur when the prediction block selects the horizontal, vertical, DC, and
planar modes since the integer position is referenced. (Copyright(C)2019 IEEE, [1]

Fig. 5)
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Chapter 3

Memory Bandwidth Constrained
Overlapped Block Motion Compensation

3.1 Introduction

3.1.1 Background

! In the block-wise Motion Compensation (MC) of H.265 | High Efficiency Video Coding
(HEVC) and H.266 | Versatile Video Coding (VVC), called Regular MC (RMC), predicted
sample values near the block boundary are discontinued when the motion vectors of current
blocks and neighboring blocks (mwvc and muy hereinafter) differ. Overlapped Block Motion
Compensation (OBMC) and De-Blocking Filters (DBF) are well-known solutions to this
problem. As shown in Fig. 3.1, OBMC blends the predicted samples generated by muvy across
the block boundary into those generated by muc to reduce the block discontinuities [29, 30]. In
contrast, DBF directly smooths block boundaries of the reconstructed blocks generated by the
predicted blocks and residual blocks [6, 7]. OBMC and DBF provide additive improvements
because of their different mechanisms, but OBMC has not yet been adopted in HEVC and
VVC due to the issue of increasing the number of reference samples, which is approximated
as memory bandwidth [31, 32]. We, therefore, focus on the memory bandwidth constrained
OBMC method for further improvements of VVC. As that related work, uni-prediction
based OBMC (i.e., OBMC using only one muvc and one muy) [33] was proposed but not
adopted in VVC. This is because the uni-prediction-based OBMC cannot retain the coding
performance improvement with bitrate saving (coding performance gain hereinafter) of the
bi-prediction-based OBMC (i.e., OBMC using two muc and two muwy) [34].

I'This chapter is based on “Memory Bandwidth Constrained Overlapped Block Motion Compensation for Video
Coding” [2], by the same author, which appeared in the ITE Transactions on Media Technology and Applications,
Copyright(C)2023 ITE.
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Interpolation filter
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Reference frame
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Current frame Reference frame

Figure 3.1: A mechanism of OBMC. C, N, and R represent the current, neighboring, and
reference blocks, respectively. Shaded areas represent the extended reference
sample areas against R when interpolation filters are required, that is when muc and
muy indicate fractional-sample positions, respectively. (Copyright(C)2023 ITE, [2]
Fig. 1)

3.1.2 Proposal

This chapter proposes a memory bandwidth-constrained OBMC method that treats the memory
determinants of OBMC, such as the number of motion vectors and the interpolation filter length
of neighboring blocks, as variables depending on the current coding block sizes. Furthermore,
we generalize the proposed method as a constrained objective function that maximizes the
memory bandwidth for an arbitrary preset upper limit to derive softened variable OBMC
parameters.

3.1.3 Contribution

To evaluate the effectiveness of the proposed method, we implemented it on top of the VVC
Test Model (VTM) version 10 (VTM-10) and performed the experiments according to the VITM
Common Test Condition (CTC). Experimental results show that the proposed method provides
an additional coding performance gain of 0.22% over VVC reference software. This gain is
comparable to that of bi-prediction-based OBMC (0.33%), requiring 3.8 times the maximum
memory bandwidth of VVC, but it is still greater than that of uni-prediction-based OBMC
(0.12%).
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Figure 3.2: An example of the architecture for the general video decoder. (Copyright(C)2023
ITE, [2] Fig. 2)

3.1.4 Outline

The rest of this chapter is organized as follows. Memory bandwidth and related work are
explained in Sec. 3.2. The problems are shown in Sec. 3.3. Sec. 3.4 presents the details of
the proposed method. Sec. 3.5 describes the experimental results and discussion. Finally, we
conclude this chapter in Sec. 3.6.

3.2 Memory Bandwidth and Related Work

3.2.1 Memory Bandwidth

Fig. 3.2 shows an architecture of the general video decoder, including the portions for the inter
prediction, intra prediction, inverse transform, in-loop filter, and picture buffer. The function
of RMC of HEVC and VVC is included in the inter prediction, and the reference samples for
RMC are obtained from the picture buffer. As the video services achieve higher definition,
external memory is now commonly used for the picture buffer to store the reference picture in
the hardware video decoder [35]. This throughput of the access from the external memory to
the main chip on the hardware video decoder is called the memory bandwidth.

The memory bandwidth for the hardware video decoder is designed by the My since
it cannot be changed after manufacturing. In general, the My is approximated to be the
maximum number of reference samples required for a predicted sample of RMC, as well as
the related works [31, 32]. Hence, My is increased when more reference samples need to be
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Figure 3.3: Examples of the memory bandwidth required for RMC of the current blocks
increased by three determinants, i.e., the number of motion vectors, the number of
interpolation filter taps, and the size of the current block against the size of pipeline
processing for RMC. C, R, and shaded areas denote current blocks, reference blocks,
and extended reference sample areas by interpolation filter against R, respectively.
(a) Uni-prediction, (b) Bi-prediction, (c) 4-tap filter, (d) 8-tap filter, (¢) an RMC
pipeline organized by one 16 x 16 current block, and (f) an RMC pipeline organized
by four 8 x 8 current blocks. (Copyright(C)2023 ITE, [2] Fig. 3)

fetched with the interpolation filter than the number of samples within the prediction block. In
other words, the smaller the blocks are, the larger My becomes. The reduction of the My is
critical, especially for mobile devices, since it saves on power consumption [36, 37, 35].

3.2.2 Memory Bandwidth Determinants

The My for RMC is varied depending on the number of motion vectors and the interpolation
filter taps of the current blocks (n¢ and ¢¢). Regarding ny, the maximum number is two, i.e.,
bi-prediction, and it is utilized in HEVC and VVC, for example. When ny is two, the required
reference samples become double as shown in Fig. 3.3(a) and (b). Regarding ¢y, 8-tap and 4-tap
filters generate the predicted samples of the luma and chroma components, respectively. As iy
becomes longer, the required reference samples are increased as shown in Fig. 3.3(c) and (d).

The My for RMC also depends on the current block sizes. VVC diversifies the block
partitioning including non-square shape, not in HEVC, so that selects the coding block size
from the minimum 4 x 4 to the maximum 128 x 128 samples, for instance [7]. The extension of
the block sizes increases the required internal memory, storing the reference samples from the
external memory of the main chip on the hardware video decoder [38]. The current block’s RMC



Chapter 3 Memory Bandwidth Constrained Overlapped Block Motion Compensation 24

(a) (b)

Top Top
s - Y
2 C s C &
Bottom

(c) (d)

[2 lines

4 lines

[ sour ¢
soul]

C C

Figure 3.4: Examples of the memory bandwidth required for OBMC of the current blocks
increased by two determinants, i.e., OBMC applicable locations and blending lines.
C and sky-blue area denote current blocks and OBMC blending area. (a) Only top
and left sides, (b) all sides, (c) 2-lines, (d) 4-lines. (Copyright(C)2023 ITE, [2]
Fig. 4)

is generally conducted at the subblock level to reduce the required internal memory sizes. By
Decoder-side Motion Vector Refinement (DMVR) in VVC, the maximum size of the subblock
is defined as 16 x 16 samples. This means that each 16 x 16 predicted sample value in RMC
is always the same as the non-subblock-wise RMC, assuring the 16 x 16 sample-wise pipeline
processing within RMC.

The reference samples for the pipeline processing of RMC are fetched from the external
memory all at once. Hence, the more the current block consists of the multiple smaller size
blocks, the more reference samples are required, as shown in Fig. 3.3(e) and (f). To reduce the
My, the minimum block sizes for the uni-prediction and bi-prediction of VVC are constrained
by 4 x 8/8 x 4 and 8 x 8, respectively [7].

3.2.3 Overlapped Block Motion Compensation

OBMC increases the memory bandwidth since the reference samples of neighboring blocks are
required compared to those of only RMC. In addition to ny and ¢y for OBMC as in RMC, the
reference samples required for OBMC are determined by the application locations and blending
lines as shown in Fig. 3.4(a) and (b).

The original method of OBMC [29, 30] does not prohibit the application of OBMC to the
current block boundaries on all four sides (e.g., top, left, right, and bottom), which is sometimes
called non-causal OBMC [39]. The non-causal OBMC raises another implementation issue
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Figure 3.5: An example of the SbBOBMC. C and N denote the current block and neighboring
blocks. Shaded and non-shaded subblocks indicate SbOBMC applied and
non-applied subblock. (Copyright(C)2023 ITE, [2] Fig. 5)
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except for the memory bandwidth. Specifically, blending the right and bottom sides in the
non-causal OBMC increases an encoding and decoding delay for block-wise processing in
raster-scan order. In addition, for parallel processing, the non-causal OBMC must fetch ahead
in the lower right blocks, which requires storage for many reference samples, increasing the
internal memory size. To address the problem, the causal OBMC where OBMC can be applied
only for the top and left sides is proposed [40]. This chapter follows the causal OBMC since
we focus on the practical OBMC method.

Another method following the causal OBMC method but enabling the various size blocks,
including non-square shaped types, is proposed as shown in Fig. 3.5 to realize the coding
performance beyond HEVC (Chen2015 hereinafter) [41]. Chen2015 introduces the 4 x 4
subblock-wise OBMC to correspond to the neighboring blocks with various block sizes and
prediction modes (i.e., inter or intra). The 4 x 4 Subblock-wise OBMC (SbOBMC) enables
a detailed applicable determination depending on the prediction modes and similarity of the
motion vector of the neighboring blocks as shown in Fig. 3.5 [41]. The SbOBMC applicable
determination is conducted only when OBMC is determined to be applicable in a coding block,
which is identified by a block-wise obmc_flag signaled from the encoder. For the signaling
obmc_flag, the encoder calculates the Rate-Distortion (RD) costs with and without OBMC
applied after determining whether the current block is uni-prediction or bi-prediction.

Furthermore, Chen2015 proposes adjusting the OBMC blending lines depending on the
current block sizes to reduce the Myyg. Specifically, Chen2015 utilizes 4 lines when
the width or height of the current block is larger than 8§ samples, otherwise, it utilizes 2
lines. However, Chen2015 can apply OBMC even for bi-prediction current blocks having
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bi-prediction neighboring blocks, which increases the My against RMC in the small size
current blocks.

To solve this problem, uni-prediction-based OBMC is proposed (Lin2019 hereinafter) [33].
Lin2019 enables OBMC only for uni-prediction current blocks having a uni-prediction
neighboring block. To maintain the OBMC application rates, Lin2019 can apply OBMC
for uni-prediction current blocks having bi-prediction neighboring blocks by converting
neighboring blocks from bi-prediction to uni-prediction based on the distance between the
current and reference pictures. Lin2019 further proposes prohibiting the application of OBMC
for 4 x 8/8 x 4 blocks to reduce the My.

3.3 Problem Statement

In this section, first, we derive the formula to calculate the My, for RMC and OBMC and
analyze the Mg of Chen2015 and Lin2019, when implemented in VVC as an example. Second,
we ascertain the bottleneck of OBMC by changing ¢y in these two methods.

The memory bandwidth of the final inter predicted W x H sample block M* " can be
calculated depending on whether OBMC is applicable or not as
NMWxH _ M}?I(/IEH + M(‘)/[]/Bf\j[]é if applicable, 3.1)
fnter Mt otherwise,

where W, H, MIKK,[XCH ,and M, ggﬁg denote the width of the current block, the height of the current
block, the memory bandwidth of RMC, and the memory bandwidth of OBMC, respectively.
Here, Mpy e can be calculated as

Mgt = (W +te—1)* (H+tc—1)

P
% N * <W*H)’ (3.2)

where P indicates the number of samples for the pipeline processing of RMC, which depends
on the implementation, and 16 x 16 samples are provided in the VVC case as described in

Sec. 3.2.2. MY can also be calculated as

w
MEghe = (M(%KAET*EJFM(%%L*g)
P
3.3
* NN X (W*H) , ( )

where M(%f,[[é, M(%f,[g, w, and h represent the memory bandwidth of OBMC for the top-side
block boundary, the memory bandwidth of OBMC for the left-side block boundary, the width
of SbOBMC, and the height of SbOBMC, respectively. Finally, Mggf,[& can be calculated as

M(%QI({T = (w + tN — 1)

* |:m1n (lﬁ, lg) + tN — 1:| . (34)
1
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Table 3.1: Combination of the determinants for OBMC in the conventional methods.
Smin/Uni and Spin/pi denote the minimum current block size for uni-prediction and
bi-prediction of RMC.

Method Smin/Uni  Smin/Bi  N1C nN
Chen2015 4x8 8x8 2 2
Chen2015/PhbtC 4x8 8x8 1

Chen2015/PhbtCN | 4x8 8x8 1 12— 1)
Lin2019 8x8 - 1 12=1)

Here, [, and [, indicate OBMC blending lines for smaller size blocks and larger size blocks,

respectively. M(%K,lé can also be calculated as Mg‘gf,&.

Tab. 3.1 and Fig. 3.6 show the My of Chen2015 and Lin2019 calculated with the derived
formula, including non-proposed ¢y and considering VVC. For the detailed analysis, My of
two additional conditions based on Chen2015 is compared as described in “Chen2015/PhbtC”
and “Chen2015/PhbtCN” in Fig. 3.6. Chen2015/PhbtC introduces OBMC prohibition for
the bi-prediction current blocks, i.e., OBMC can be applied for uni-prediction current blocks
having a bi-prediction or uni-prediction neighboring block in this method. In contrast,
Chen2015/PhbtCN further introduces OBMC prohibition for uni-prediction current blocks
having bi-prediction neighboring blocks, i.e., OBMC can be applied only for uni-prediction
current blocks having uni-prediction neighboring blocks in this method. The difference of the
OBMC applicable condition for each method is shown in Tab. 3.1. All My is calculated using
only the luma component to simplify the comparison. The Mygyyc is 2,024 (= (16 +7) * (4 +
7) % 2% (16 % 16)/(4 * 16)) reference samples, which are required in RMC for four sets of the
bi-prediction 4 x 16/16 x 4 current block with an 8-tap interpolation filter. Note that VVC has
a 4 x 4 block-wise MC, 1.e., affine MC, but its required memory bandwidth is constrained so
as not to exceed the Myvvc [42]. Therefore, we focus on the RMC and OBMC.

From Fig. 3.6, it is clear that the bottle-neck is the application of OBMC for the bi-prediction
current blocks having bi-prediction neighboring blocks since the My of Chen2015 exceeds
the Mygvve by over 3.8 times (=~ 7,744/2,024) with the 8-tap filter and more than 1.7 times
(=~ 3,520/2,024) even with the 2-tap filter. This is because M50 is purely added into the
Mysevve in Chen2015. Chen2015/PhbtC still exceeds the Mygvve even with the 2-tap filter,
whereas Chen2015/PhbtCN and Lin2019 with the 2-tap filter become smaller than the Mygvvc.
This means that uni-prediction-based OBMC with the 2-tap filter can reduce the My lower
than Myvvc. However, ny and ¢y have room to be adaptive in the larger size blocks since the
required memory bandwidth becomes smaller in these blocks.
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Figure 3.6: Analysis of the My for each OBMC method using 2, 4, 6, and 8-tap interpolation
filters fixedly. (Copyright(C)2023 ITE, [2] Fig. 6)

3.4 Proposed Method

We propose a memory bandwidth constrained OBMC method with an adaptive number of
motion vectors and interpolation filter taps of the neighboring blocks depending on the current

block sizes (i.e., ny “Handty **), to retain the potential coding performance of OBMC while

constraining M(%f,[’g . In this chapter, we tried to generalize the proposed method [43] as an
objective function that maximizes M " with the ny! ** and t\ **' as variables such that the
constraint, (nn,ty) < M, is satisfied. Here, M is an arbitrary memory bandwidth.
This is because maximizing ng ¥ and #;y ** contributes to increasing the coding performance

gain of OBMC. The proposed method can be generalized using the following formula:

WxH
M, Inter

~WxH W xH __ WxH/ WxH jWxH
N ) tN - argmaXMInter (nN 7tN )
nN,IN
WxH/ WxH WxH
s.t. Miper 7 (ng 7Lt ") < M, (3.5)
here AV <H W x H o - : :
where 7y and ty are the maximized combination of the interpolation filter taps and

number of motion vectors of neighboring blocks for each current block size, W x H, as an
output of the formula.
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WxH TWxH
N and £y

The flowchart of the searching algorithm for the combination of 72 is shown

in Fig. 3.7. The flowchart mainly consists of the following seven steps.

S1) Maximize the value of ny ** and proceed to S2

S2) Maximize the value of £ ** and proceed to S3

S3) Evaluate whether the constraint is satisfied with the current ny ** and #} **, and if so,

~WxH or tE/XH

determine them as 7y , and proceed to S7. If not, proceed to S4

S4) Evaluate whether tE/ *H s the minimum value, and if so, proceed to S5. If not, reduce
£y **, and return to S3
S5) Evaluate whether nKIV *H s the minimum value, and if so, proceed to S6. If not, reduce
ny ¥, and return to S2

S6) Evaluate whether the constraint is satisfied with the current nK,V *H and tK,V *H " and if
so, determine them as ﬁl‘f}/ *H and fKIV *H - and proceed to S7. If not, determine that none of
those that satisfy the constraints have been found, and proceed to S7 Here, the reason for
prioritizing nKIV “H over ti*H in this search algorithm is that n) **’ has a greater impact on
coding performance. Note that whether OBMC is applied or not is finally determined by

obmc_flag signaled by the encoder in the proposed method.

As an example, in this chapter, the OBMC applicable conditions without exceeding 1.0
and 1.5 times Myyvc (the “Proposal” and “Proposal/1.5xMwgvyc” hereinafter) are derived
from the formula provided that these memory bandwidths are given as the arbitrary memory
bandwidth M. Fig. 3.8 shows the derived OBMC applicable conditions without exceeding 1.0
and 1.5 times Mgy, i.€., iy <% and £y ** such that the constraint is satisfied in all sizes
of the current block. In the proposed OBMC applicable conditions, 2, 4, 6, and 8-tap filters
used in VVC can be selected for the £} *¥ of the luma component. For the down-sampled
chroma components, the half-tap filter for the luma component is utilized, but the 2-tap filter
is used when the luma filter is 2-tap. In both conditions, OBMC can be applied for the 4 x
8/8 X 4 uni-prediction current blocks having uni-prediction neighboring blocks, and for the
other size current blocks having bi-prediction neighboring blocks, in which OBMC is prohibited
in Lin2019.

The comparison analyses of M;%** for each current block size regarding the RMCyy;,
RMCp;, Chen2015, the Lin2019/2-tap, Lin2019, Proposal, and Proposal/1.5 xMwygyvc, are
shown in Fig. 3.9. The Proposal can maximize My (including Mopmc) without exceeding
the Mwsvve through all size blocks as shown in Fig. 3.9. This is expected to maintain
the potential coding performance gain of OBMC. The Proposal/1.5xMwgvvc can also bring
MY closer to 1.5 times Mygyve for small size blocks, but not for larger size blocks (e.g.,
64 x64, 64x128, and 128 x128), which is the same level as the Proposal. This is expected to
further preserve the potential coding performance gain in low-resolution sequences with many

smaller-size blocks. These expectations will be clarified in Sec. 3.4
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Figure 3.7: The flowchart of the searching algorithm for the combination of 7y ** and
in the proposed method. (Copyright(C)2023 ITE, [2] Fig. 7)
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Figure 3.8: The proposed OBMC applicable conditions with 1.0 and 1.5 times Mygyve: (I) =
1.0 times Mygvve and (II) = 1.5 times Mygvve. (a)—(e) indicate the combination
of gy * and 1 *H: (a) = (1, 2), (b) = (2, 2), (c) = (2, 4), (d) = (2, 6), and (e) = (2,
8). Black areas denote OBMC’s non-applicable areas. (Copyright(C)2023 ITE, [2]
Fig. 8)
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and bi-prediction. Copyright(C)2023 ITE, [2] Fig.9)



Chapter 3 Memory Bandwidth Constrained Overlapped Block Motion Compensation 33

Table 3.2: Details of the VIM CTC test sequences from classes A to F categorized by
resolutions, frame rates, and video content type, i.e., Camera-captured Content (CC),
Screen Content (SC), and Mixed Content with CC and SC (MC).

Class | Resolutions [pixels x lines] Frame rates Video content
Al 3840 x 2160 30-60 CcC
A2 3840 x 2160 50-60 CcC
B 1920 x 1080 50-60 CcC
C 832 x 480 30-60 CC
D 416 x 240 30-60 CC
F 832 x 480 ~ 1920 x 1080 20-60 SC and MC

3.5 Experimental Results and Discussion

3.5.1 Test Conditions

1) Software Settings: The VTM-10 [44] was used as the baseline software in our simulation
experiments, and the proposed method was implemented in the VTM-10. To verify the
trade-offs between the coding performance and memory bandwidth, the simulations for a
total of nine different methods, i.e., Chen2015, Chen2015/PhbtC, Chen2015/PhbtCN, Lin2019,
Lin2019 with 2—8tap filters, the Proposal, and Proposal/1.5 X Mysyvce were conducted.

2) Encoder Configurations: The coding conditions were basically followed with the VTM
Common Test Condition (CTC) [45]. The Random Access (RA) configuration, utilized for
general video transmission, was used since OBMC is an inter prediction tool. The test sequences
from classes A to F were used as listed in RA. They are categorized with different resolutions,
frame rates, and video content as shown in Tab. 3.2. The partial test sequences, Class A(A1/A2)
and B were encoded by only the first group of pictures in these sequences to reduce the encoding
runtime. Four Quantization Parameter (QP) values, 22, 27, 32, and 37, were used for each test
sequence to generate the different rate points.

3) Evaluation Metrics: The coding performance was evaluated by the Bjontegaard Delta
bitrate (BD-rate) of the luma and two chroma components, i.e., BD-rate Y, U, and V components
(BDY, BDU, and BDV) [27, 28]. The BD-rate is the evaluation index used to quantify
the difference of the generated bitrate for the identical level of Peak Signal-to-Noise Ratio
(PSNR) between the two coding methods. The negative and positive values of BD-rate
indicate the coding performance gains and losses. The complexity was evaluated by the two
coding methods’ relative encoding and decoding runtime (EncT and DecT) measured on a
homogeneous cluster PC. In accordance with the VTM CTC, Classes D and F results are not
included in the overall results.
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3.5.2 Comparison of Overall Results

The overall results of each method compared to the VTM-10 in RA configuration, evaluated by
BDY, BDU, BDV, and DecT, are listed in Tab. 3.3. In addition, the trade-off between BDY and
the My of each method is shown in Fig. 3.10.

1) Coding performance: Tab. 3.3 shows that all the methods provide the coding performance
gain against the VIM-10. These results prove the OBMC further improves the coding
performance beyond VVC. Specifically, Chen2015 (0.33% gain) can be assumed to attain the
full coding performance of OBMC. The Proposal achieves its comparable performance (0.22%
gain) without exceeding the Myygvvc, which is still better than Lin2019/2-tap (0.12% gain).
Proposal/1.5 x Myseyve brings the further coding performance (0.25% gain).

Fig. 3.10 shows that the Proposal achieves a better trade-off than those of the Chen2015 and
Lin2019 series in terms of BDY and the M. The reason that the Proposal achieves the best
trade-off is discussed as follows. First, the Proposal’s coding performance gain is smaller than
Chen2015/PhbtC but larger than Chen2015/PhbtCN. Comparing the three methods regarding
the OBMC applicable condition, the common difference of the Proposal from the other two
methods is that the shorter-tap filter is utilized for the smaller size current blocks. Here, it is clear
that the shorter-tap filters do not affect the coding performance when comparing the Lin2019
series. As for the Chen2015/PhbtC, the other difference except for the filter is the OBMC
prohibition for partial smaller size current blocks having bi-prediction neighboring blocks as in
Fig. 3.8. On the other hand, as for the Chen2015/PhbtCN, the difference except for the filter
is the OBMC application for partial larger size current blocks having bi-prediction neighboring
blocks as in Fig. 3.8, which contributes to the coding performance gain of the Proposal against
Chen2015/PhbtCN. In addition, a comparison of Chen2015/PhbtCN and Lin2019 shows that
the OBMC application for the 4 x 8 size current block having uni-prediction neighboring blocks
as in Fig. 3.8 also contributes to the coding performance gain of the Proposal against Lin2019.

2) Complexity: Tab. 3.3 shows that all methods increase EncT and DecT against the
VTM-10. These results prove the OBMC increases the encoding and decoding runtime beyond
VVC. The EncT increments of all the methods are not different, whereas the DecT increments
of Chen2015 are larger than those of the other methods. This suggests that the OBMC
application for the bi-prediction current block clearly further increases only DecT. Regarding
EncT, this is because the number of RD cost calculations for OBMC signaling is the same
between Chen2015 and Chen2015/PhbtC as described in Sec. 3.2.3. The reason that DecT of
Chen2015/PhbtCN is the same level as Chen2015/PhbtC even with the additional constraint of
OBMC is that Chen2015/PhbtCN maintains the OBMC application rates for the uni-prediction
current blocks having bi-prediction neighboring blocks, with the conversion from bi-prediction
to uni-prediction as described in Sec. 3.2.3.



Chapter 3 Memory Bandwidth Constrained Overlapped Block Motion Compensation 35

Table 3.3: Overall results of the conventional and proposed methods over VTM-10 in RA
configuration, which is evaluated by BDY [%], BDU [%], BDV [%] EncT [%], and

DecT [%].
Method BDY BDU BDV EncT DecT
Chen2015 -0.33 -1.04 -0.83 105 106
Chen2015/PhbtC -0.27 -0.57 -0.57 104 103
Chen2015/PhbtCN -0.14 -0.57 -028 105 104
Lin2019 -0.12 -043 -040 105 104
Lin2019/6-tap -0.11 -0.24 -0.35 105 104
Lin2019/4-tap -0.10 -043 -0.26 105 103
Lin2019/2-tap -0.12 -0.43 -0.26 105 103
Proposal -0.22 -0.54 -0.55 105 103
Proposal/1.5xMwgyve | -0.25 -0.64 -0.61 105 103
8000 T
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Figure 3.10: The analysis of the trade-off between BDY [%] and My [sample] for each
method. Copyright(C)2023 ITE, [2] Fig.10)
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3.5.3 Comparison of Sequence-level Results

To analyze the coding performance gain by OBMC observed in the overall results, the
sequence-level results of each method are compared with the VITM-10 as shown in Tab. 3.4.

1) Coding performance: First, from comparing the average gain for each class, the coding
performance gain is larger for low-resolution test sequences in common with all methods. This
is clear by comparing RaceHorsesC in Class C and RaceHorses in Class D which differ only in
resolution. Since the selection rate of smaller blocks is higher for low-resolution test sequences
than for high-resolution test sequences, and the ratio of the OBMC applied area is higher for
smaller blocks than for larger blocks, more coding performance gain by OBMC can be obtained.
This characteristic matches the expectation described in Sec. 3.1 that Proposal/1.5x can provide
more coding performance gain than the Proposal, especially in low-resolution sequences due to
the extension of filter taps for smaller blocks.

Second, larger coding performance gain can be observed in the test sequences with various
complicated motions in a picture such as Tango2, ParkRunning3, MarketPlace, and RaceHorses.
Here, Tango2 and Racehorses have several moving objects with different motions, whereas
ParkRunning3 and MarketPlace have camera shakes, which easily raise the difference in
motion vectors between the blocks. In contrast, regarding the test sequences without these
motions, such as BQTerrace and BQSquare, a significant small coding performance gain or
even coding loss can be observed in all the methods except for Chen2015. These tendencies are
consistent with the originally expected effects of OBMC as described in Sec. 3.1. Moreover, the
coding performance gain of Chen 2015 in BQTerrace and BQSquare suggests that the OBMC
application for the bi-prediction current block can further improve the coding performance of
these sequences where the bi-prediction is originally effective. Finally, the coding losses of
SC, such as SlideEditing and SlideShow, can be observed in common with all methods. This is
because OBMC overshoots the block boundaries, including shaped edges in SC, degrading the
objective qualities. For example, we can avoid it with the OBMC disabling flag for the overall
sequence.

2) Complexity: The same tendency can be observed in DecT as the coding performance, i.e.,
the low-resolution test sequences have larger DecT. It demonstrates that these test sequences’
high OBMC applied sample rates increase the DecT. In contrast, EncT is at the same level for
high and low-resolution sequences.

3.5.4 Picture-level Analysis

1) Rate-Distortion curve characteristics: To analyze the coding performance gains and losses
as discussed in Sec. 3.5.3, the Rate-Distortion (RD) curve of each method for RaceHorsesC and
BQTerrace is compared as shown in Fig. 3.11. We selected RaceHorsesC and BQTerrace on
behalf of the test sequences since they have the clearest tendencies as described in Sec. 3.5.3.

First, the comparison of each method for RaceHorsesC as shown in Fig. 3.11(a)—(c) shows
that the coding performance gains of all methods against VIM-10 come from the bitrate savings,
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Figure 3.11: Rate distortion curves of the VIM-10 and each method for RaceHorsesC and
BQTerrace. (a)-(c) RaceHorsesC, (d)-(f) BQTerrace. (Copyright(C)2023 ITE,
[2] Fig. 11)

not from the improvement of the objective quality. The OBMC removes the discontinuity of
the block boundary, decreases the residuals, and consequently reduces the bitrate. The larger
bitrate savings can be observed at QP = 22 compared to those at QP = 37. This is because
the small quantization step of the small QP raises the selection rates of smaller-size blocks and
provides the coding performance gain and the effects seen in low-resolution test sequences. In
addition, no difference among the Lin2019 series with different ¢y corresponds to the discussion
in Sec. 3.5.2.

Second, the comparison of each method for BQTerrace as shown in Fig. 3.11(d)—(e) shows
that the coding performance gain of Chen2015 against VITM-10 also comes from the bitrate
savings. In contrast, the bitrates for the other method are higher than VIM-10 at QP = 37,
whereas the PSNR for some methods is smaller than VITM-10. The signaling overhead for
OBMC and the degradation of the objective quality by OBMC prohibition for the bi-prediction
current block seem to affect them, respectively.

2) OBMC applied sample rates: To reveal the discussion so far, we compare Chen2015,
Lin2019, and the Proposal by two types of ratio of the OBMC applied samples for each current
block size as shown in Fig. 3.12. One is the ratio of OBMC-applied samples to the inter frame
samples Ropmc/mterfFrame» Which can compare the relative number of OBMC-applied samples
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Figure 3.12: Comparison analysis of Chen2015, Lin2019, and the Proposal regarding the
current block sizes versus a ratio of the OBMC applied samples to the inter frame
samples Ropmc/mterFrame (Shown as bar and left axis) and a ratio of those to the
inter block samples Ropmc/mterBlock (Shown as dotted plot and right axis). The total
value generated by the RaceHorsesC/BQTerrace of QP = 22/37 is the number of
those samples. (a) RaceHorsesC of QP = 22, (b) RaceHorsesC of QP = 37, (¢)
BQTerrace of QP =22, and (d) BQTerrace of QP = 37. (Copyright(C)2023 ITE,
[2] Fig. 12)

among the three methods and can evaluate their effects of OBMC. The other is the ratio of
OBMC-applied samples to inter block samples Ropmic/mterBlock» Which can estimate the effect of
OBMC depending on the current block sizes. We selected the same test sequences and QPs as
Fig. 3.11.

Commonly in Fig. 3.12(a)—(d), the larger the current block size is, the higher Ropmc,/mterBlock
is, which is consistent with the discussion so far. Especially for RaceHorsesC, clear existences
of OBMC applied samples can be observed in all methods at QP = 22 and QP = 37. In all
methods, the peaks of Ropwmc/mierBlock Shift from smaller size blocks to larger size blocks at
QP = 22 versus QP = 37, but maintain the total Rogmc/meerBlock, Which is the evidence of the
coding performance gain by OBMC in RaceHorsesC. The number of Chen2015 is significantly
higher than those of Lin2019 and the Proposal, while the other two methods are not so different
except for 4 x 8/8 x 4 current blocks. This corresponds to the reasons for the different coding
performance gains for these three methods observed in RaceHorsesC of Tab. 3.4 and described
in Sec. 3.5.3.
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As for BQTerrace, the same level of Rowmic /interframe a8 that in RaceHorsesC can be observed
in Chen2015 at QP = 22, while the smaller Ropmc /interFrame a8 those in RaceHorsesC can be seen
in the other two methods. This is consistent with the discussion regarding the OBMC effectivity
for the bi-prediction current block in this test sequence as described in Sec. 3.5.3. At QP =37,
most of the OBMC applied samples except for 128 x 128 samples are dispensed, which causes
no coding in the Proposal or the coding loss shown in Tab. 3.4 and described in Sec. 3.5.3.

3.6 Conclusion

This chapter proposed the memory bandwidth constrained OBMC. The proposed method is
generalized as the objective function with the constraint that maximizes the coding performance
with the number of motion vectors and interpolation filter taps of the neighboring blocks
depending on the current block sizes. The constraint is not to exceed an arbitrary memory
bandwidth and we set the worst-case upper limit of the memory bandwidth of VVC as an
example. Experimental results showed that the proposed method achieves an additional coding
performance gain of 0.22% over VVC reference software. This gain is comparable to the
full performance of the conventional bi-prediction-based OBMC (0.33%) which requires 3.8
times the memory bandwidth of VVC, but it is still better than that of the conventional
uni-prediction-based OBMC (0.12%)).
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Chapter 4

Geometric Partitioning Mode with Inter
Prediction and Intra Prediction

4.1 Introduction

4.1.1 Background

! Geometric partitioning mode (GPM) is a newly adopted VVC inter prediction that contributes
to the coding performance gain of H.266 | Versatile Video Coding (VVC). The overview of
the GPM in VVC is shown in Fig. 4.1(a) [4, 46]. Different from the regular inter prediction
performed on rectangular blocks in VVC, the GPM divides a coding block into two regions
by the pre-defined 64 types of straight lines, generates inter prediction samples of luma and
chroma component (“samples” hereinafter) for each GPM-separated region (i.e., Fy, ;) with
different Motion Vectors (MVs) (i.e., MV, MV)), and then blends them to obtain the final inter
prediction samples (i.e., ;). With this feature, the GPM improves the prediction accuracy
at the boundary between the foreground and background with different motions. The GPM
especially contributes to the coding performance gain of the coding structure for the low-latency
video transmission, called Low delay B (LB) configuration of Common Test Condition (CTC)
defined by the Joint Video Experts Team (JVET). The coding performance gain is up to 1.54%
bitrate savings compared to the whole bitrate savings (= 30%) in the LB configuration [46, 45].

The GPM in VVC organized by two different inter predictions (“GPM-Inter/Inter”
hereinafter) has room to further improve the prediction accuracy if the final prediction
samples can be generated using the intra prediction as well, which generates the prediction
samples by fetching the reconstructed samples adjacent to a coding block in the same picture.
Furthermore, if the application of intra-prediction to GPM is realized, GPM could be applied
to the lower-latency coding structure, called Low delay P (LP) configuration, since the

IThis chapter is based on “Geometric Partitioning Mode with Inter and Intra Prediction for Beyond Versatile
Video Coding” [3], by the same author, which appeared in the IEICE Transactions on Information and Systems,
Copyright(C)2022 IEICE.
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Figure 4.1: Overview of the GPM’s generation process of prediction samples.  (a)
GPM-Inter/Inter in VVC, (b) GPM-Inter/Intra, and (¢) GPM-Intra/Intra. The shaded
regions of the current picture and the reference picture indicate the reconstructed
sample areas available for inter and intra predictions. (Copyright(C)2022 IEICE,

[3] Fig. 1)
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Figure 4.2: Quad-Tree (QT), Binary-Tree (BT), and Ternary-Tree (TT) block partitioning
in VVC and an example of the recursive Quad-Tree plus Binary-Ternary Tree
(QTBTT) block partitioning. Blue grids denote the coding tree blocks, and sky-blue
lines indicate the QT, BT, or TT splitting lines. (Copyright(C)2022 IEICE, [3]
Fig. 2)

-

inter prediction with two different MVs (“bi-prediction” hereinafter) is prohibited in LP
configuration. However, efficient methods to apply the intra prediction to GPM to improve
GPM have not been proposed.

Geometric partitioning of the coding blocks before the prediction stage (“GEO”
hereinafter) [47]-[48] is a potential solution, while GEO significantly increases encoder and
decoder complexities, such as the need for the additional transforms with adaptive shapes.
Due to the high level of complexity, GEO is not adopted in VVC. Combined Inter and
Intra Prediction (CIIP) with Triangular Partitions (CIIP-TP) [49] is another potential solution.
Here, CIIP [46] is another new inter prediction in VVC, which generates the final prediction
samples by blending inter and intra prediction samples without the additional partitioning at
the prediction stage, such as GPM. CIIP-TP further extends CIIP such that rectangular coding
blocks are diagonally split, the prediction samples in the two split regions are generated using
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inter or intra prediction, and finally combined. On the other hand, CIIP-TP is not adopted in
VVC due to its small performance improvement over VVC reference software since CIIP-TP
is restricted to two types of splitting shapes and only one intra-prediction mode (i.e., Planar
mode).

4.1.2 Proposal

This chapter proposes introducing GPM with inter and intra predictions (GPM-Inter/Intra) as a
new selectable prediction mode in GPM. In other words, introducing GPM-Inter/Intra softens
the GPM application condition where only GPM-Inter/Inter can be selected. Furthermore, we
propose restricting the number of Intra Prediction Modes (IPMs) applicable in GPM-Inter/Intra
to suppress the signaling overhead of GPM-Inter/Intra.

4.1.3 Contribution

To evaluate the effectiveness of the proposed method, we implemented it on top of the VVC
Test Model (VIM) version 11 (VIM-11) and performed the experiments according to the
JVET CTC. The experimental results show that the proposed method provides additional
coding performance gains of 0.17%, 0.45%, and 1.15% for the Random Access (RA), LB,
and LP configurations. The proposed method improves coding gains for RA and LB by 1.3
times compared to conventional methods. In addition, subjective quality improvement by the
proposed GPM-Inter/Intra can be observed in the LP configuration for test sequences where
GPM is highly applied.

4.1.4 Outline

The rest of this chapter is organized as follows. Related work and the corresponding problems
are explained in Sec. 4.2. Sec. 4.3 presents the details of the proposed method. Sec. 4.4 describes
the experimental results and discussion. Finally, we conclude this chapter in Sec. 4.5.

4.2 Related Work

4.2.1 Block Partitioning in VVC

The maximum coding block size of VVC, i.e., coding tree block size, is extended from
64 x 64 samples of H.265 | High Efficiency Video Coding (HEVC) to 128 x 128 samples [50].
Furthermore, a recursive Quad-Tree plus Binary-Ternary Tree (QTBTT) block partitioning is
introduced as shown in Fig. 4.2 [50]. The recursive QTBTT block partitioning generates various
sizes and shapes of rectangular blocks including non-square blocks, making uniform the sizes of
the coding blocks, prediction blocks, and transform blocks. It improves the coding performance
while increasing the encoder and decoder complexity compared to those of HEVC [50].
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Figure 4.3: Intra prediction modes in VVC. (Copyright(C)2022 IEICE, [3] Fig. 3)

In addition, dual-tree, which allows the coding tree block of the luma and chroma
components to separate coding tree structure, is newly introduced in intra slice (i.e., I slice)
where only the intra prediction can be utilized, while not in inter slice (i.e., B or P slice)
where the inter and intra prediction can be utilized [50]. The dual-tree improves the coding
performance because the block partitioning size of the chroma components can be enlarged
when the change of the sample values of the chroma components is relatively small compared
to the luma component, for instance.

4.2.2 Intra Prediction in VVC

For the intra prediction for a luma component, Planar, Direct Current (DC), and angular modes
similar to HEVC can be utilized in VVC. The Planar and DC modes effectively predict pictures
with flat characteristics, whereas the angular mode effectively predicts the object edges. In
particular, the number of angular modes is increased from 32 to 64, as shown in the solid arrows
of Fig. 4.3 to improve the prediction accuracy for a coding block [51]. Moreover, wide angular
modes which replace partial angular modes described as dashed arrows (= No. -1-No. -14
and No. 67-No. 80) in Fig. 4.3 are also newly adopted to improve the prediction accuracy for
non-square blocks [51]. This means the total number of modes is the same as the regular angular
modes. Whether the wide angular modes are applied or not is determined by the block sizes
and shapes. For the intra prediction for chroma components, the direct mode, which applies the
same [PM as the luma component to the chroma components to save the signaling overhead for
the chroma component, is available in VVC, the same as HEVC.

In VVC, the IPM derivation is designed based on an IPM candidate list, similar to HEVC.
The candidate list size (the maximum number of candidates) is extended from three in HEVC
to six in VVC. Planar mode is registered preferentially, and the remaining candidates are
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A

Figure 4.4: Available neighboring blocks for deriving IPM candidates in VVC. A and L
denote the neighboring blocks on the above and left sides of a coding block.
(Copyright(C)2022 IEICE, [3] Fig. 4)

determined depending on the IPMs of the two neighboring blocks, A and L, as shown in Fig. 4.3.
Specifically, when these two modes are Planar or DC, the remaining candidates are registered
as DC, angular No. 50 (i.e., Vertical mode), angular No. 18 (i.e., Horizontal mode), angular
No. 46, and angular No. 54. Otherwise, A and L angular modes and also the three angular
modes close to the direction of the A and L angular modes are registered. Moreover, the list
already includes the target IPM candidate, it is not registered to reduce the signaling overhead
for the duplicated IPM candidate. This is called the pruning process in VVC. After the list
construction, the actual IPM can be uniquely identified by the index signaled by the encoder.

4.2.3 Inter Prediction in VVC

In VVC, the inter prediction is organized by an Adaptive Motion Vector Prediction (AMVP)
mode and a merge mode, the same as HEVC [46]. AMVP mode derives the MV by adding the
MYV prediction from the decoded region and the MV difference signaled by the encoder. On
the other hand, merge mode derives directly the MV from the merge candidate list, including
a maximum of six sets of merge candidates (i.e., six sets of MV, and MV,). These merge
candidates are registered from the spatially and/or temporally neighboring inter prediction
blocks. Because of these different MV derivation processes, AMVP and merge modes
effectively predict the picture with non-uniform and uniform motions, respectively.

The maximum number of MVs applicable to a block is two, the same as HEVC. The
minimum block sizes are defined as 4 x 8 or 8 x 4 for the inter prediction with only one
MYV (“uni-prediction”, hereinafter), and 8 x 8 samples for the bi-prediction, respectively, due
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Blending matrix Wy Blending matrix W1

Figure 4.5: An example of the GPM blending matrix for each GPM-separated region based on
Fig. 5 of Gao et al., 2021 [4]. The purple lines indicate the GPM block boundary.

to the worst-case memory bandwidth requirement.

Various new technologies have been developed to improve the prediction accuracy of the
AMVP and merge modes in VVC [46]. In this chapter, we focus on the GPM among them since
it has the potential for enhanced compression beyond VVC.

4.2.4 Geometric Partitioning Mode in VVC

As described in Sec. 4.1, F is derived by blending F and P, with the integer blending matrices,
Wy and W;, which contain weights in the value range of [0, 8]. The blending process is
expressed by the following formula,

Po=Wyo Pp+ Wy o P +4) >3 4.1)

with
Wo+ W, =8 Jyn, (4.2)
where “o” in Eq. (2) represents the Hadamard product and .J,, , is an all-ones matrix with the

coding block size, w x h. The weights of W, and W, depend on the displacement between
the sample to be prediction and the GPM block boundary, d(x., y.), where x. and y. denote the
individual sample position within a coding block. In fact, the one of the IV, and WV is given by
a ramp function 7, . as,

0 d(xe,ye) < —,
Vaeye = %(d($myc) + T) -7 < d(Iwyc) <T, (43)
8 d(xm yc) >,
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Figure 4.6: (a) Example of a Hessian normal form-based GPM block boundary; (b) quantized
angle parameters ¢; (c) quantized distance parameters p. (Copyright(C)2022
IEICE, [3] Fig. 6)

and the other blending matrix is derived from Eq. (2). Here, 7 indicates the width of the soft
blending area, which contains non-maximum or non-minimum weights within the matrices, and
two samples are selected for 7 of GPM-Inter/Inter in VVC. Examples for W, and IV, are shown
in Fig. 4.5. For the chroma components, the same matrices as that for luma are utilized, and the
matrices are downsampled when the color format is 4:2:0, which has chroma planes with half
the width and height of the luma plane.

Here, the shape of the GPM block boundary required for d(z., y.) is defined by the Hessian
normal form with the combination of the angle ¢ and Euclidean distance p between the GPM
block boundary and the center position of the coding block as shown in Fig. 4.6(a). The
angle o is quantized into 20 discrete angles ; shown in Fig. 4.6(b), with the range of [0, 27)
symmetrically divided. The ¢; is designed with fixed tan(p;) values corresponding to the aspect
ratio of the coding block, i.e., {0, +1/4, £1/2, +1, 42, o0} and can be uniquely identified by
the angleldx signaled from the encoder. Similarly, the p is quantized into 4 discrete distance
p; shown in Fig. 4.6(c). Starting from py, which passes through the center of the block, the
distance between py and ps is calculated at equal intervals based on the height /, width w and
angle ¢ of the block. In VVC, d(x.,y.) is rounded into the integer precision sample position
to avoid the additional interpolation in the GPM prediction process when calculating 17, and
W,. The shapes of the GPM block boundary are restricted to a total of 64 combinations of 20
¢; and 4 p;, minus 16 redundant offsets. Here, the 16 redundant offsets are the 10 angles that
overlap due to the 180-degree rotation and the 6 overlapping split lines due to the BT and TT
splitting. An index to specify the shape of the GPM block boundary among the 64 candidates,
gpm_partition_idx, is defined in VVC [7].

The MV, and MV, for the two GPM-separated regions are derived by GPM specific merge
indices, gpm_merge_idx0 and gpm_merge_idzr1, and the same merge candidate list as the
regular merge mode [7]. gpm_merge_idz0 and gpm_merge_idx1 indicate the different merge
candidates within the list. Hence, assuming the maximum merge candidates for GPM are six,
the variation of gpm_merge _idz0 and gpm_merge_idx1 becomes 30 (= gpm_merge_idx0 X
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gpm_merge_idxl =6 x (6 - 1)) at most. It means that the encoder needs to select the best
combination of the GPM block boundary shape and the MVs among the 1920 (=64 x 6 x (6-1))
candidates.

To reduce the encoder complexity, the encoder of the VVC reference software, VIM version
11 [52], has an early termination method based on full Rate-Distortion (RD) Optimization
(RDO) [16] such as the following three-step cost comparisons; In the first step, the Sum of
Absolute Difference (SAD) costs for all 1920 candidates are compared and 60 candidates with
smaller SAD costs are selected. In the second step, the Sum of Absolute Transformed Difference
(SATD) costs for the 60 candidates are compared, and 8 with smaller SATD costs are selected.
In the last step, the RD costs for the 8 candidates are compared, and the best combination with
the smallest RD cost is determined.

Furthermore, to refrain from the decoder complexity, the range of GPM applicable block
sizes is restricted from 8 X 8to 64 x 64 (i.e.,8 < h < 64and8 < w < 64)in VVC. In addition,
GPM is prohibited for blocks with an aspect ratio of 1 : 8 / 8 : 1 among the applicable block
size range (i.e., 8 X 64 /8 x 64) because it was confirmed that the improvements by GPM for
these block sizes are relatively small in the VVC standardization process [53].

With the feature and algorithm, GPM-Inter/Inter can generate highly accurate prediction
samples around the block boundaries between foregrounds and backgrounds with different
motions. Especially, GPM contributes to increasing the coding performance of the coding
structure without significant increments of the encoder complexity for the LB configuration
as described in Sec. 4.1

However, GPM has room to improve the prediction accuracy further if the final prediction
samples can be generated using intra prediction as well. Moreover, GPM-Inter/Inter cannot be
utilized for the LP configuration where bi-prediction is prohibited.

4.3 Proposed Method

4.3.1 GPM with Inter and Intra Prediction

We propose a GPM with inter and intra prediction methods to improve the coding performance
of GPM. Furthermore, we propose the following restriction of IPMs to maximize the coding
performance of the proposed method. In this chapter, the detail of the proposed methods [54, 55]
is described as follows.

The increment of the IPM number improves the intra prediction accuracy while increasing
the signaling overhead and encoding time to determine the best IPM candidate. Hence, we
propose to restrict the number of applicable IPM candidates to four at most: parallel angular
mode to the GPM boundary as shown in Fig. 4.7(a) (“Parallel mode” hereinafter), perpendicular
angular mode to the GPM boundary as shown in Fig. 4.7(b) (“Perpendicular mode” hereinafter),
Planar mode, and IPM of the neighboring blocks (“Neighbor mode” hereinafter). The decoder
can derive the actual IPM from the IPM candidate list similar to the merge candidate list and
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Figure 4.7: Examples of the GPM-Inter/Intra block applied by the proposed IPM candidates. (a)
Parallel mode, (b) Perpendicular mode, and (c) Planar mode. Gray-shaded regions
indicate the reconstructed sample areas. (Copyright(C)2022 IEICE, [3] Fig. 7)

Table 4.1: The restriction method of available neighboring blocks to derive the Neighbor mode
for each GPM-separated region. GPM angleldx corresponds to the angleldx of GPM
in VVC. A, L, and AL indicate the positions of the applicable neighbor blocks; A
includes AL, A, and AR of Fig. 4.8; L includes AL, L, and BL of Fig. 4.8; L+A
includes all the positions of Fig. 4.8.

GPM angleldx | 0 2 3 4 5 8 11 12 13 14
Py A A A A L+A L+A L+A L+A A A
P L+A L+A L+A L L L L L+A L+A L+A

GPM angleldx | 16 18 19 20 21 24 27 28 29 30
Py A A A A L+A L+A L+A L+A A A
P L+A L+A L+A L L L L L+A L+A L+A

the index for the IPM of each GPM-separated region signaled from the encoder.

The IPM number shown in Fig. 4.3 corresponding to the Parallel and Perpendicular modes
can be identified with the index for specifying the shape of the GPM block boundary. This is
because all the angles of the GPM block boundary are covered by the angles of the angular
modes in VVC. When the angle of the GPM block boundary is above right or bottom left in
the 45-degree direction, Parallel mode has two IPM candidates, No. 2 or No. 66, but No. 66 is
always utilized in this proposed method.

For Neighbor mode, a maximum of two candidates can be derived from up to five
neighboring blocks, as shown in Fig. 4.8. A new Neighbor mode is registered in the IPM
candidate list only when the neighboring block is intra predicted, and the IPM is not yet
registered. That is, a pruning process similar to that of the merge candidate list is also introduced
in the IPM candidate list to avoid IPM duplication. To register more effective Neighbor modes,
the maximum number of neighbor blocks that can be referenced is increased from 2 in HEVC
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Figure 4.8: Available neighboring blocks for the Neighbor mode in the proposed method. AL,
A, AR, L, and BL indicate the positions of the neighboring block: above left,
above, above right, left, and bottom left, respectively. (Copyright(C)2022 IEICE,
[3] Fig. 8)

to 5 in Fig. 4.8 while restricting the available neighboring blocks according to the shape of the
GPM block boundary. The restriction method is represented as Tab. 4.1.

The registration order of IPM candidates is designed such that IPM candidates expected to
be more effective against GPM are registered earlier. First, the Parallel mode, registered first
in the proposed method, can be estimated to be effective when the GPM block boundary is
extended over the reconstructed samples as shown in Fig. 4.7(a). Then, the Neighbor mode is
registered next to the Parallel mode and is expected to be as effective as the Parallel mode since
the IPM candidate of the neighboring blocks considered for the GPM block boundary can be
applied. Next, the Perpendicular mode registered next to the Neighbor mode is considered to
be effective when the total distances between the samples in the GPM-separated regions and
the reconstructed samples are closer than that of the Parallel mode as shown in Fig. 4.7(b).
After that, the Planar mode registered next to the Perpendicular mode is assumed to be effective
when the GPM-separated region size is large, as shown in Fig. 4.7(c). Finally, the DC mode,
which is usually applied preferentially in the regular intra prediction as well as Planar mode,
can be registered as the final candidate in the case that the list is not filled due to the absence of
the Neighbor mode that can be caused by the available check or pruning process for Neighbor
mode.

In the proposed method, the same blending matrices as GPM-Inter/Inter are utilized for
generating the final inter prediction samples (i.e., both GPM-Inter/Intra and GPM-Intra/Intra).
In other words, the derivation method for the shape of the GPM block boundary is the same as
GPM-Inter/Inter.
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4.3.2 Prohibition of GPM-Intra/Intra

We also propose a prohibition of GPM-Intra/Intra to maximize the coding performance of the
proposed method. The prohibition of GPM-Intra/Intra can be realized by the flag,
gpm_intra_enabled_flag, signaled from the encoder for specifying whether inter or intra
prediction is applied for each GPM-separated region. Specifically, the signaling is designed
so that when the intra prediction is applied to one region, it cannot be applied to the other
region.

The prohibition of GPM-Intra/Intra improves the coding performance can be explained as
follows. First, GPM is easily applied to the boundary between foreground and background
with different motions as described in Sec. 4.1. This means that inter prediction is sufficient
to predict the background areas with no motion or the foreground areas, including large flat
regions. Second, the intra prediction accuracy for the bottom right region within the prediction
block is lower than that of the above-left region. This is because the distance between the sample
to be prediction and the reconstructed sample is large. With these features of the GPM and intra
prediction, the application rate of GPM-Intra/Intra can be estimated to be lower than that of
the other GPM. In other words, the prohibition of GPM-Intra/Intra can be expected to have no
impact other than saving the signaling overhead, and the GPM-Inter/Intra will be effective even
for the LP configuration.

The prohibition of GPM-Intra/Intra will not reduce the encoder complexity but will reduce
the decoder complexity as follows. Regarding the encoder, this is because all SAD costs to
apply each IPM candidate to the two GPM-separated regions in all GPM shapes need to be
calculated for GPM-Inter/Intra at the first early termination stage as described in 4.2.4, even
without prohibiting GPM-Intra/Intra. On the other hand, as for the decoder, the prohibition
can avoid increasing the circuit size for the intra prediction, which is a critical problem for
hardware-based video decoders.

4.3.3 The Other Specification of Signaling

In the proposed method, GPM-Inter/Intra is applied only for inter slices. This means the
dual-tree in VVC does not need to be considered. Therefore, the direct mode is always utilized
for deriving the chroma component IPMs to save the signaling overhead further.

The block size ranges to which the proposed method can be applied are not changed from
those of GPM-Inter/Inter as described in Sec. 4.2.4. The reasons are as follows. For small-size
blocks, applying intra prediction reduces the worst-case memory bandwidth requirement,
making GPM applicable. On the other hand, GPM for small-size blocks increases the overhead
more than improves the prediction accuracy. For larger size blocks, the intra prediction accuracy
becomes lower, as described in Sec. 4.3.2. Furthermore, the calculation and storage of the
blending mask for large-size blocks become a burden, especially for the decoder.

In addition to the original signals in GPM-Inter/Inter, two additional block-level signals,
gpm_intra_enabled_flag as described in Sec. 4.3.2 and gpm_intra_idz, are introduced in
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the proposed method. gpm _intra_idx is signaled to identify the IPM candidate for GPM only
when the number of IPM candidates is larger than one. gpm _intra_enabled_ flag is coded
with fixed-length code, whereas with a zero-order exponential Golomb, the same as that for
signaling merge candidates.
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Table 4.3: Details of the VIM CTC test sequences from classes A to F categorized by
resolutions, frame rates, and video content type, i.e., Camera-captured Content (CC),
Screen Content (SC), and Mixed Content with CC and SC (MC).

Class | Resolutions [pixels x lines] Frame rates Video content
Al 3840 x 2160 30-60 CcC
A2 3840 x 2160 50-60 CcC
B 1920 x 1080 50-60 CcC
C 832 x 480 30-60 cC
D 416 x 240 30-60 CC
F 832 x 480 ~ 1920 x 1080 20-60 SC and MC
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4.4 Experimental Results and Discussion

4.4.1 Test Conditions

1) Software Settings: The VIM-11 [52] was used for the simulation software, and the proposed
method was implemented in the VTM-11. To evaluate the effect of GPM-Inter/Intra compared
to that by GPM-Inter/Inter, the coding performance and the complexity of VTM-11, disabling
GPM-Inter/Inter, were evaluated as the baseline (i.e., anchor). In addition, a total of nine
different proposed methods, as shown in Tab. 4.2, were conducted to verify the effects of IPM
candidate list sizes, IPM candidate variations, and the prohibition of GPM-Intra/Intra.

2) Encoder Configurations: The coding conditions were followed with the VITM CTC [45].
RA, LB, and LP configurations defined in the VITM CTC were used because GPM-Inter/Inter
and the proposed methods can be applied only to B and P slices. RA is often used for general
video transmission, while LB and LP are utilized for low-latency video transmission. Only the
performance and complexity of the proposed methods in the LP configuration were evaluated
since GPM-Inter/Inter is disabled by default in the LP configuration.

3) Test Sequences: The test sequences from classes A to F, as listed in VTM CTC, were
used. They are categorized with different resolutions, frame rates, and video content, as shown
in Tab.4.3. For each test sequence, four Quantization Parameter (QP) values, 22, 27, 32, and
37, defined in the VITM CTC, were used to generate the different rate points.

4) Evaluation Metrics: The coding performance was evaluated by the Bjentegaard Delta
bitrate (BD-rate) of the luma and two chroma components, i.e., BD-rate Y, U, and V components
(BDY, BDU, and BDV) [27, 28]. The BD-rate is the evaluation index used to quantify
the difference of the generated bitrate for the identical level of Peak Signal-to-Noise Ratio
(PSNR) between the two coding methods. The negative and positive values of BD-rate
indicate the coding performance gains and losses. The complexity was evaluated by the two
coding methods’ relative encoding and decoding runtime (EncT and DecT) measured on a
homogeneous cluster PC. In accordance with the VTM CTC, Classes D and F results are not
included in the overall results.

4.4.2 Comparison of Overall Results

The overall results of each method compared to the anchor in RA, LB, and LP configurations,
evaluated by BDY, BDU, BDV, EncT, and DecT, are described in Tab. 4.4.

First, regarding the coding performance, the GPM-Inter/Inter and all the proposed methods
provide the coding performance gain against the anchor in RA, LB, and LP as observed in
Tab. 4.4. The values of LB is the largest among the three coding conditions. The proposed
methods give additional coding performance gains compared to GPM-Inter/Inter. From the
comparison of GPM-Inter/Inter and Prop. 5 or Prop. 6, the coding performance gains of RA and
LB become 1.3 times that of the GPM-Inter/Inter at most, and the additional coding performance
gain with a maximum of 1.15% BD-rate savings is newly produced in LP. They are derived from
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increased GPM applied samples, which will be clarified in Sec. 4.4.4.

Second, regarding the complexity, the GPM-Inter/Inter and all the proposed methods
increase EncT compared to the anchor. Similarly, the proposed methods provide additional
EncT increments against GPM-Inter/Inter. The increment of the proposed method in LP is
significant since the entire functionality of GPM is introduced into the anchor in LP, whereas
only the functionality regarding the intra prediction of the GPM-Inter/Intra is added in RA
and LB. On the other hand, there is almost no DecT increment of GPM-Inter/Inter and all the
proposed methods over the anchor. This is because the decoder can specify the GPM block
boundary shape, MVs, and IPMs signaled by the encoder without burden.

Third, the coding performance and complexity of the proposed methods compared by
different IPM candidates, corresponding to the results of Prop. 1-6 of Tab. 4.4, are described
as follows.

Regarding the performance, more coding performance gains are achieved as the number
of IPM candidates (i.e., IPM candidate list sizes) increases. The comparison of Prop. 1-3
proves that adding Planar or Perpendicular modes to Parallel mode yields additional coding
performance gain. The further coding performance gain of Prop. 4 against Prop. 2 and 3
indicates an additive effect of Planar and Perpendicular modes. Compared with Prop. 4 and
5, more coding performance gain by introducing Neighbor mode can be confirmed. The same
level of BD-rate between Prop. 5 and 6, which have different IPM candidate list sizes, implies
the coding performance gain is saturated around three IPM candidates. This is because the
PSNR improvements and bitrate increments by extending IPM candidate list sizes from 3 to 4
are counterbalanced. The above observation will be clarified with an RD curve and analysis of
GPM-Inter/Intra prediction samples described in Sec. 4.4.4.

Regarding complexity, EncT similarly increases as the number of IPM candidates increases.
This is because it raises the RDO processing of the encoder side to derive the minimum RD cost
corresponding to the best combination of the GPM block boundary shape, MVs, and IPMs. In
contrast, DecT is not increased since the decoder can identify the best combination by their
indices signaled by the encoder.

Fourth, the coding performance and complexity of the proposed methods without and
with the prohibition of GPM-Intra/Intra, i.e., Prop. 2—4 (Phbt.Off) vs. Prop. 2—4 in Tab. 4.4,
are described as follows. Regarding the coding performance, the proposed method with the
prohibition gives further coding performance gains compared to that without the prohibition,
which suggests the bitrate reduction by the prohibition contributes to the gains. Regarding
EncT, there is no difference between the proposed methods with and without the prohibition
since only the addition processing of the two SAD costs for GPM-Intra/Intra (i.e., two different
IPMs) is different, as described in Sec. 4.3.1. DecT is also not different because the reduction of
the GPM-Intra/Intra process is minor due to the lower application rate of the GPM-Intra/Intra,
which will be clarified in Sec. 4.4.4.
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4.4.3 Comparison of Sequence-level Results

In this section, the coding performance and complexity of GPM-Inter/Inter and the proposed
method are compared by sequence level with different resolutions and content. The
sequence-level results of GPM-Inter/Inter and Prop. 5 to the anchor in RA, LB, and LP,
evaluated by BDY, EncT, and DecT, are described in Tab. 4.5.

Regarding the coding performance, no tendency on the resolutions can be confirmed from
the comparison of the results of classes A1/A2, B, C, and D. In contrast, the following
tendency can be found with the content in both GPM-Inter/Inter and Prop. 5, which is
common to the RA, LB, and LP. Specifically, the coding performance gains are relatively large
for the sequence with differently moving foregrounds and backgrounds across classes, e.g.,
RitualDance, BQMall, and RaceHorses. GPM was originally easy to apply in these sequences,
so Prop. 5 provides additional coding performance gains against GPM-Inter/Inter. On the other
hand, the coding performance gains of the sequence without foregrounds and backgrounds,
e.g., BQTerrace and BQSquare, are relatively small. GPM is seldom applied in these sequences
so the bitrate increments for GPM-Inter/Intra raise the BD-rate of Prop. 5 compared to that
of GPM-Inter/Inter. In the pure SC sequences, i.e., SlideEditing and SlideShow, very minor
coding performance gains or coding performance losses are observed. This is because these
sequences often include moving objects with sharp edges, and the graduated blending matrices
described in Sec. 4.2.1 overly smooth the sharp edges and rather raise residuals.

In association with these characteristics, the EncT increments of the test sequences with
minor coding performance gains or losses are smaller than those with larger coding performance
gains since GPM is terminated early in the encoder’s RDO processing. On the other hand, the
DecT of the sequences with larger coding performance gains is smaller than those with minor
coding performance gains or losses because GPM increases the number of large-size blocks and
reduces the decoding processing on QTBTT partitioning compared to the anchor.

4.4.4 Picture-level Analysis

As a picture-level analysis, the RD curves of the anchor and all the proposed methods for
BQMall and BQSquare in the LP configuration are shown in Fig. 4.9. To investigate the effect
of the proposed method, we selected BQMall and BQSquare, which produce the largest and
smallest coding performance gains among all the test sequences, respectively.

First, regarding BQMall, the comparison by the same QP value shows that coding
performance gains of the proposed method mainly come from the bitrate reduction as shown
in Fig. 4.9(b) and (c). The reason is that GPM-Inter/Intra improves the prediction accuracy,
which reduces residuals around the boundaries of the foreground and background with different
motions. Not only a bitrate reduction but also the PSNR improvement can be observed in the
high QP range as shown in Fig. 4.9(c). This is because the effect of GPM on the qualities
of the reconstructed samples, which determines the size of PSNR, became more apparent in
the high QP range. The quantization step of the high QP range is larger than that of the low



Chapter 4 Geometric Partitioning Mode with Inter Prediction and Intra Prediction 60

(a) 42.00 (b) 40.13
40.12
40.00 4011
38.00 f 40.10 /
— 40.09
£36.00 ©) (b) 40.08
% C 3700 3720 3740 3760 3780 3800
34.00
4 * —e— Anchor Prop. 1 3158
32.00 Prop. 2 (Phbt.Off) —e—Prop. 2 (C) 3157 &
—o—Prop. 3 (Phbt.Off) —e—Prop. 3 31.56
30.00 —o—Prop. 4 (Phbt.Off) —e—Prop. 4 l‘
—e—Prop. 5 —e—Prop. 6 ;lgi /
28.00 .
0 1000 2000 3000 4000 5000 31.53
Bitrate [kbps] 344 346 348 350 352 354
(d) 4200 (e) 38.65
38.64
40.00 38.63
38.00 38.62
=) f 38.61
3,36.00 38.60
% (e) 2145 2147 2149 2151 2153 2155
34.00
4 —eo— Anchor Prop. 1 (f) 2831
32.00 Prop. 2 (Phbt.Off) —e—Prop. 2 28.30 o ;
—o—Prop. 3 (Phbt.Off) —e—Prop. 3 28.29
30.00 —e—Prop. 4 (PhbtOff) —e—Prop. 4 5 '2
—e—Prop. 5 —e—Prop. 6 22'23
28.00 -
0 500 1000 1500 2000 2500 28.26
0 111 112 113 114 115

Bitrate [kbps] 11

Figure 4.9: Rate distortion curves of the anchor and all the proposed methods for BQMall
and BQSquare in the LP configuration. (a)-(c) BQMall, (d)—(f) BQSquare.
(Copyright(C)2022 IEICE, [3] Fig. 9)

QP range so that most of the residual coefficients become zero. Therefore, the qualities of
the reconstructed samples highly depend on those of the prediction samples. In this sense, the
additional PSNR improvement can be observed as the number of [PMs increases in the high QP
range. Moreover, the counterbalance between Prop. 5 and Prop. 6, and the additional bitrate
reduction by the prohibition of GPM-Intra/Intra, i.e., Prop. 2—4 vs. Prop. 2—4 (Phbt.Off) can be
confirmed, as described in Sec. 4.4.3.

On the other hand, regarding BQSquare, the bitrate reductions are very minor in both high
and low QP ranges, while only small PSNR improvements are seen in Prop .4 (Phbt.Off) and
Prop. 5 in the high QP range as shown in Figs. 4.9(¢) and (f). The small coding performance
gain of Prop. 5 in Tab. 4.5 comes from the small PSNR improvements. The same tendencies
as BQMall and BQSquare can be observed in the other test sequences with larger and smaller
coding performance gains, respectively.

To clarify the evidence of the difference in coding performance gains among RA, LB,
and LP and the effect of the prohibition of GPM-Intra/Intra, an analysis of the total GPM
applied samples organized by GPM-Inter/Inter, GPM-Inter/Intra, and GPM-Intra/Intra with
Prop.4 (Phbt.Off) for BQMall and BQSquare is shown in Fig. 4.10. They are normalized
by the total samples of the encoded test sequences. The difference in coding performance
gains among RA, LB, and LP corresponds to the difference in their GPM applied samples.
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Fig.4.10(a) shows that the total GPM applied samples in the RA and LB configurations become
around 1.3 times that of only the GPM-Inter/Inter samples, which also matches the additional
coding performance gain of Prop. 4 (Phbt.Off) as observed in BQMall. In contrast, Fig. 4.10(b)
shows the total GPM applied samples in the RA and LB configurations have not increased
much compared with only the GPM-Inter/Inter samples, which matches the coding performance
loss of Prop. 4 (Phbt.Off) against the GPM-Inter/Inter as observed in BQSquare. In these two
sequences, the total GPM-applied samples of RA and LP are at the same level, corresponding
to the coding performance gains of the Prop. 4 (Phbt.Off) in the RA and LP configurations. The
GPM-Intra/Intra samples are significantly smaller than the GPM-Inter/Inter or GPM-Inter/Intra
samples. It means that the prohibition of the GPM-Intra/Intra does not affect the PSNR
improvement and contributes to the bitrate reduction.

An analysis of the GPM-Inter/Intra prediction samples of Prop. 6 in each GPM applicable
block size for two different test sequences and QPs in the LB configuration is shown in
Fig. 4.11. A certain number of the GPM-Inter/Intra prediction samples in Figs. 4.11(a) and (b) is
observed while not in Figs. 4.11(c) and (d), which corresponds to the coding performance gain
of BQMall or the coding performance losses of BQSquare of the proposed method against the
GPM-Inter/Inter in the LB configuration. The ratios of the GPM-Inter/Intra samples to all GPM
applied samples (i.e., GPM-Inter/Intra and GPM-Inter/Inter prediction samples) in Figs. 4.11(a),
(b), and (d) are decreased as the GPM applicable block size becomes larger. This is because
the accuracy of the intra prediction degrades for the large block size where the prediction target
samples are far from the reconstructed samples. Compared to the GPM-Inter/Intra prediction
samples in Figs. 4.11(a) and (b), the majority of the samples shift from the smaller size blocks to
the larger size blocks because the number of larger size blocks increases in the high QP range.

In addition, the ratio of GPM-Inter/Intra of each block size in the high QP range is larger
than that in the small QP range from the comparison of Figs. 4.11(a) and (b). The reasons for this
tendency are as follows. First, the inter prediction accuracy is relatively higher for low QP than
for high QP. This is because the coding noise on the reference frame required for inter prediction
is smaller for low QP than for high QP. On the other hand, the intra prediction accuracy is not
always higher for low QP than for high QP. This is because intra prediction is highly dependent
on the similarity of the reference samples themselves, as well as the presence or absence of
coding noise on the reference samples adjacent to the current block. These characteristics
based on the QPs of inter and intra predictions also correspond to GPM. Hence, at high QP,
the application rate of GPM-Inter/Inter decreases, while those of GPM-Inter/Intra increases,
which causes the increment in the ratio of GPM-Inter/Intra applied samples in Fig. 4.11.

Regarding IPMs, the number of GPM-Inter/Intra prediction samples applied by Parallel,
Perpendicular, and Planar modes dominates. Especially, those of the Parallel mode are the
largest, corresponding to our expectation described in Sec. 4.3.1. In contrast, those of Neighbor
and DC mode are smaller. This is because the Neighbor mode is only registered in the IPM
candidate list when the neighbor block is intra block, whereas the DC mode is registered in the
IPM candidate list only when the list is not filled due to the absence of the Neighbor mode.
In this sense, further coding performance gains for the Neighbor mode can be expected if the
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neighboring block is an inter prediction block but stores the IPM of the reference block, which
has been studied in the exploration of JVET.

4.4.5 Subjective Evaluation

In addition to improving the coding performance, subjective quality improvements are provided
by the proposed method. First, the significant improvements can be seen in GPM-Intra/Inter
applied block areas of the LP configuration for BQMall from the comparison of Fig. 4.12, which
are examples of the GPM applied block map of Prop. 5 and decoded image of the anchor and the
Prop. 5. For example, the block noises around the man’s shoulder in Fig. 4.12(b) are removed
in Fig. 4.12(c). As another example, the blur of the woman’s cap in Fig. 4.12(e) is sharpened
in Fig. 4.12(d). These improvements correspond to the PSNR improvements in the high QP
range, described in the RD curve of Sec. 4.4.4. In addition, Parallel, Perpendicular, and Planar
modes were applied as expected in areas with the image characteristics described in Sec. 4.3.1.
Note that the application of Neighbor mode was not observed in Fig. 4.12(a) due to its lower
application rate, but it was confirmed in another frame.

Second, any of the subjective improvement and degradation by the proposed GPM cannot
be seen in BQSquare as shown in Figs. 4.12(g) and (h) due to the lower application of
the GPM-Inter/Intra blocks, which matches the objective evaluation results and analyses for
BQSquare.

Third, an additional improvement was also confirmed in the LB configuration even where
the conventional GPM (GPM-Inter/Inter) can be applied from the comparison of the block maps
and decoded images of GPM-Inter/Inter and Prop. 5. An example is shown in Figs. 4.12(1)—(1).
Specifically, the artifacts behind the boy and the blur near the boy’s feet seen in Fig. 4.12(k)
were removed in the GPM-Inter/Intra applied block area in Fig. 4.12(1). Other than this example,
additional improvements have been identified, although not as much as in the LP configuration.

4.5 Conclusion

This chapter proposed a GPM with inter and intra prediction (GPM-Inter/Intra) to enhance
coding performance beyond VVC. To maximize the coding performance of the proposed
method, we propose restricting the number of intra prediction modes and prohibiting GPM
with two different intra predictions. The experimental results show that the proposed method
improved the coding performance gain by the existing GPM method in VVC, realized by two
different inter prediction, by 1.3 times in RA and LB configuration. Additionally, the proposed
method provided an additional coding performance gain with 1.15% bitrate savings in LP
configuration. Moreover, a comparison of subjective qualities between the existing GPM and
the proposed GPM revealed that the proposed GPM suppresses artifacts observed in the existing
GPM.
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Figure 4.10: Analysis of the total GPM applied samples organized by GPM-Inter/Inter,
GPM-Inter/Intra, and GPM-Intra/Intra with Prop. 4 (Phbt.Off) in RA, LB, and
LP configurations. (a) BQMall, (b) BQSquare. (Copyright(C)2022 IEICE, [3]
Fig. 10)
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Figure 4.11: An analysis of the GPM-Inter/Intra prediction samples by Prop. 6 in each
GPM applicable block size for two different test sequences and QPs in the LB
configuration; (a) BQMall, QP =22, (b) BQMall, QP = 37, (c) BQSquare, QP =
22, and (d) BQSquare, QP = 37. The left axis indicates GPM-Inter/Intra prediction
samples categorized by IPMs. The right axis denotes the ratio of GPM-Inter/Intra
prediction samples to all GPM applied samples (i.e., GPM-Inter/Intra and
GPM-Inter/Inter prediction samples). Both values are normalized by the total
encoded samples of each test sequence. (Copyright(C)2022 IEICE, [3] Fig. 11)
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Figure 4.12: Subjective evaluation results of Anchor, GPM-Inter/Inter, Prop. 5 for BQMall and
BQSquare in the LP and LB condition at QP = 37. (a), (f), (i), and (j) are examples
of GPM-applied block maps. (a) Prop. 5 for the 77th frame of BQMall in LB;
(f) Prop. 5 for the 32nd frame of BQSquare in LP; (i) and (j) GPM-Inter/Inter
and Prop. 5 for the 68th frame of BQMall in LB. In these block maps, the area
surrounded by the yellow grid is the GPM-applied area, while the other areas are
the non-GPM areas. A purple line indicates the GPM block boundary. Gray, green,
blue, and red areas within the yellow grid denote the areas where inter prediction,
Parallel mode, Perpendicular mode, and Planar mode are applied, respectively.
(b), (¢), (d), (e), (k), and (1) are decoded images corresponding to the block maps
for each method and each test condition. (Copyright(C)2022 IEICE, [3] Fig. 12)
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Chapter 5

Bi-predictive Intra Block Copy

5.1 Introduction

5.1.1 Background

! Intra Block Copy (IBC) is a promising intra-coding tool for additional coding performance
gains beyond VVC for Camera-captured Content (CC), while IBC is a specific coding tool for
Screen Content (SC) in H.266 | Versatile Video Coding (VVC) and H.265 | High Efficiency
Video Coding (HEVC) [56, 57]. The IBC generates prediction samples of coding blocks from
the coded region within a picture using a single Block Vector (BV) that refers to the position
of the reference block in the current picture. With the single BV, IBC can efficiently find
reference blocks within SC’s complex image regions, such as tiled and striped textures, even
far from the coding block. To balance the prediction accuracy and signaling bitrates of BV,
BV-search-based and BV-search-free methods, namely IBC Block Vector Prediction (BVP) and
IBC Merge, are utilized in HEVC, VVC, and the reference software to explore the compression
capability beyond VVC, i.e., Enhanced Compression Model (ECM) [57, 56, 58, 13]. As a
result, IBC is highly applied to SC and thus achieves significant coding performance gains for
SC compared to the conventional intra prediction.

Moreover, to achieve coding performance gains of IBC for CC, several extended methods
have been studied, such as IBC with the BV of fractional-sample precision and interpolation
filter [59]. They can achieve additional coding performance gains for CC by reducing IBC
prediction distortions caused by sample fluctuations due to motion blur, common in CC. In
addition, applying IBC to CC for ECM has been investigated, and only IBC BVP was adopted
into the ECM version 9 (ECM-9) [58, 13], while IBC Merge was not adopted to avoid encoder
runtime increases by IBC [60]. Despite these IBC extensions, there is room to achieve additional
coding performance gains of IBC for CC and SC since all the conventional methods utilize only
a single BV to generate the prediction samples. Furthermore, if we can minimize the increase

I'This chapter is based on “Bi-predictive Intra Block Copy for Enhanced Video Coding Beyond VVC” [5], by
the same author, which appeared in the Proceedings of IEEE International Conference on Image Processing (ICIP),
Copyright(C)2024 IEEE.
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Figure 5.1: Trade-off between prediction distortions and signaling bitrates in IBC algorithms.
The red character algorithms are new IBC algorithms proposed in chapter 5.
(Copyright(C)2024 IEEE, [5] Fig. 1)

in encoder runtime of IBC Merge for CC while maintaining its coding performance gains, we
can achieve reasonable additional coding performance gains for CC in ECM.

5.1.2 Proposal

This chapter proposes to introduce bi-predictive IBC as a new selectable prediction mode
in IBC. In other words, the IBC application condition where only uni-predictive IBC can
be selected is softened by introducing bi-predictive IBC. Furthermore, we propose an Early
Termination (ET) method for applying search-free uni-predictive and bi-predictive IBC to avoid

increased encoding runtime while maintaining the coding performance gains of the proposed
IBC.

5.1.3 Contribution

To evaluate the effectiveness of the proposed method, we implemented it on top of the ECM-9
and performed the experiments according to the Common Test Condition defined by the Joint
Video Experts Team (JVET). Experimental results show that the proposed method brings 0.15%
and 0.30% coding performance gains for CC and SC compared to ECM-9 [58, 13] under all
intra configuration, with negligible complexity increases [61]. The proposed method has been
adopted in ECM version 10 [62, 13] because its effectiveness was recognized by JVET.
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5.1.4 Outline

The rest of this chapter is organized as follows. Related work and the corresponding problems
are explained in Sec. 5.2. Sec. 5.3 presents the details of the proposed method. Sec. 5.4 describes
the experimental results and discussion. Finally, we conclude the chapter in Sec. 5.5.

5.2 Related Work

This section explains the mechanisms of IBC BVP and IBC Merge and then introduces various
studies on IBC extension methods to achieve additional coding performance gains for CC and
SC.

VVC and ECM can adaptively derive a single BV by IBC BVP and IBC Merge [7, 57, 58],
depending on their trade-off between prediction distortions and signaling bitrates as described in
Fig. 2?. Specifically, IBC BVP requires a signaled Block Vector Difference (BVD), a searched
BV minus a Block Vector Prediction (BVP) commonly derived by the encoder and decoder.
Therefore, IBC BVP increases signaling bitrates while reducing prediction distortion due to
the highly accurate BV. In contrast, IBC Merge only signals a Merge index corresponding to
the BV candidate within the Merge candidate list that registers multiple BV candidates from
neighboring blocks. The neighboring block BVs are stored in the BV storage. Hence, IBC
Merge decreases signaling bitrates while increasing prediction distortion compared to IBC BVP.

Multiple extension methods have been proposed based on the BV derivation schemes to
achieve additional coding performance gains for CC and SC. Regarding CC, several methods of
IBC using a fractional-sample-precision BV have been investigated [59, 63, 64, 65]. As another
method to reduce prediction distortions, a method of IBC with adaptive interpolation filtering
and overlapped-block-sample averaging has been proposed [66]. All the methods leverage the
techniques developed for inter prediction and reveal the effectiveness of IBC to CC. Regarding
SC, there are several efficient methods of applying IBC considering the image characteristics
of SC: IBC with region-based BV searching [67, 68]; IBC with flipping modes [69]; IBC with
affine deformation models [70, 71]; fusion of IBC and intra prediction [72]; and IBC with local
illumination compensation [72].

Despite these multiple IBC extensions, there is room for additional coding performance
gains in CC and SC. For instance, we can obtain more coding performance gain if we
adaptively select new BV derivation schemes shown in Fig. 5.1 in addition to the conventional
single-BV-based schemes, i.e., uni-predictive IBC BVP and IBC Merge, depending on these
trade-offs. Furthermore, in ECM-9 [58], only IBC BVP is enabled for CC to avoid significant
encoder runtime increases by IBC Merge [60]. This means that if we can minimize the increase
in encoder runtime of IBC Merge for CC while preserving its coding performance gains, we
can achieve reasonable additional coding performance gains for CC in ECM.
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Table 5.1: Summary of the conventional and proposed IBC methods for CC and SC, denoting
bold characters.

Content types Method
b Uni-predictive Bi-predictive
ce IBC BVP IBC BVP-Merge
IBC Merge + ETs IBC Merge
IBC BVP
IBC GPM
SC IBC Merge ce

5.3 Proposed Method

In this chapter, we propose a bi-predictive IBC using two BVs for CC and SC as a new IBC
algorithm shown in Fig. 5.1 for reasonable additional coding performance gains. The derivation
of two BVs in the bi-predictive IBC is based on the uni-predictive IBC Merge, increasing the
encoder runtime for CC over ECM. To avoid the encoder runtime increases while maintaining
coding performance gains, we propose encoder Early Terminations (ETs) of the IBC Merge
for CC. The bi-predictive IBC has two content-dependent schemes for generating prediction
samples and has two BV derivation modes for CC, as summarized in Tab. 5.1.

5.3.1 Bi-predictive IBC for CC and SC

This section describes the proposed bi-predictive IBC from its four key features: BV storage,
generation of prediction samples, BV derivation, and signaling. In particular, the BV derivation
introduces three modes that achieve new trade-offs between prediction distortions and bitrates
shown in Fig. 5.1.

First, regarding BV storage, the maximum number of BVs stored is extended from one to
two to realize bi-predictive IBC. In contrast, the BV candidate list is maintained with a design
based on uni-predictive IBC to ensure compatibility with uni-predictive IBC. Therefore, when
two BVs are available in the BV storage for the following BV derivation process, each BV is
added to the BV candidate list.

Next, regarding the generation of prediction samples, content-dependent sample blending
schemes shown in Fig. 5.2 are adaptively applied based on sequence types. Specifically,
a simple block-wise averaging is used to generate final prediction sample values P by two
different IBC sample values P, and P, for CC (Fig. 5.2a), such as the following formula:

P(z,y) = (Po(x,y) + Pi(z,y) + 1) > 1, (5.1)

where (z,y) denotes the coordinates within the block. In contrast, the Geometric Partitioning
Mode (GPM) adaptive blending schemes [58, 73, 74] are leveraged for SC (Fig. 5.2b) instead
of the simple averaging. The reason for leveraging this GPM adaptive blending scheme is to



Chapter 5 Bi-predictive Intra Block Copy 70

Current picture

Coded region
(Reference area)
Reference block P,
Current block P
Reference block P,

(a) Bi-predictive IBC Merge or IBC BVP-Merge for CC

Current picture

Coded region
(Reference arca)

\ -~~~ boundary

Current block P
Reference block P,

(b) Bi-predictive IBC GPM for SC
Figure 5.2: Bi-predictive IBC algorithms. (Copyright(C)2024 1EEE, [5] Fig. 2)
preserve the edges often observed in the coding blocks of SC. In other words, simple averaging

can lead to over-smoothing of the edges, resulting in increased prediction errors. The final
prediction sample values P by the GPM scheme can be derived using the following formulae:

0 d(z,y) < —oyT
w(z,y) = 2sz(d(x,y) + ;7)) —auT < d(x,y) < T (5.2)
32 d(.ﬁ(],y) > Q;T,

P($7y> :(W(Qf,y) * PO(‘Tay)

(5.3)
+ (32 —w(x,y)) * P(z,y) + 16) > 5,

where w, o;7, and d indicate the blending weight, width, and Euclidean distance of the
prediction sample from the GPM boundary, respectively. Specifically, five different blending
widths defined by the default width 7 and five weight coefticients o; = 1/4 1/2, 1, 2, and 4 can be
adaptively selected by signaling, the same as GPM with adaptive blending for inter prediction
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in ECM-9. Formulae 5.2-5.3 indicate that P with w = 32 is derived from F,, while P withw =0
is generated from P, thereby conceptually partitioning the coding block into two regions.

Then, regarding BV derivation, the following three modes corresponding to the
content-dependent sample blending schemes are introduced. The first mode is a bi-predictive
IBC Merge that derives two different BVs from the BV candidate list using two Merge indices
corresponding to the BVs. This BV derivation enables the bi-predictive IBC Merge to achieve
a new trade-off shown in Fig. 5.1. Specifically, the reduction in prediction distortion achieved
by bi-predictive IBC Merge comes at the expense of increased signaling bitrates, as compared
to uni-predictive IBC Merge. Additionally, unlike uni-predictive IBC BVP, the bi-predictive
IBC Merge does not signal BVD, resulting in smaller bitrates than that of the uni-predictive IBC
BVP, while increasing the prediction distortion because of the search-free BV derivation. The
second mode is an IBC BVP-Merge that derives two different BVs by leveraging BV derivation
schemes of uni-predictive IBC BVP and uni-predictive IBC Merge. Here, BVD is dominant in
IBC’s signaling overhead. Hence, the IBC BVP-Merge can achieve two new trade-ofts shown in
Fig. 5.1, depending on the derived BVD. Specifically, when IBC BVP-Merge’s BVD is smaller
than the uni-predictive IBC BVP, IBC BVP-Merge can reduce prediction distortion more
effectively than uni-predictive IBC Merge. When the IBC BVP-Merge’s BVD is comparable to
uni-predictive IBC BVP, IBC BVP-Merge can further reduce prediction distortion compared to
uni-predictive IBC BVP. When IBC BVP-Merge’s BVD is larger than uni-predictive IBC BVP,
IBC BVP-Merge is not applied. The third mode is a bi-predictive IBC GPM for SC, where two
different BVs corresponding to each GPM-separating region are derived from the BV candidate
list using two Merge indices, similar to the bi-predictive IBC Merge mode. Depending on
the existence of edges within a coding block, the bi-predictive IBC GPM can further reduce
prediction distortions compared to the uni-predictive IBC methods.

Finally, regarding signaling, the encoder signals a sequence-level flag and block-level flag
to specify the content-dependent blending schemes and adaptively apply them at a coding block.
The encoder procedure to determine the IBC application will be explained in the next section.

5.3.2 Early Terminations of IBC Merge for CC

This section explains the proposed ETs of IBC Merge for CC to achieve additional coding
performance gains without encoder runtime increases over ECM. Algo. 5.1 outlines the encoder
procedure for each coding block on the intra prediction, IBC BVP, and IBC Merge with the
proposed ETs. Intra prediction, IBC BVP and IBC Merge have processes to compute the
Sum of Absolute Transformed Differences (SATDs) A and Rate-Distortion (RD) costs J,
respectively. The runtime to compute .J is much larger than A. The proposed encoder procedure
has three-step ETs shown in ETs 1-3 of Algo. 5.1 to avoid the encoder runtime increases for
CC caused by enabling bi-predictive IBC together with uni-predictive IBC Merge. The details
of the ETs 1-3 are described below.

First, ET 1 1s the early termination by counting non-zero coefficients of the best intra
prediction mode NCl,y, after computing SATD Ay and RD costs Jy, for all the intra
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Algorithm 5.1: Proposed encoder procedure with ETs

Input: original CB and reconstructed neighboring CBs
Output: best prediction mode of CB: Jpe

1: for ¢ € intra mode do
2 Compute Appya[i]
3 Compute Jypa 7]
4 Join < min Jigali], SR <— max S [i]
5 Ajmax ¢ Ay corresponding to Jmax
6: end for
7: NCia < count non-zero coefficients in J;*;gpa
8: if NCiya > 2 then >ET 1
9 Compute Agyp
10: Compute Jgyp
11: if Jgyp < 31JMn then >ET 2
12: for j € BV candidates do
13: Compute Aperge|J]
14: if Apterge|i] < Bamax(A]m Agyp then) >ET 3
15: Compute Jyterge[/]
16: Niorge = TN Tyterge 7]
17: end if
18: end for
19: end if
20: end if

21: JBest < mln(Jffl‘t‘;, JBVP» ‘]ﬁgrlge)
22: Return Jpq

prediction modes. Here, RD cost .J is generally defined as the following formula:
J=D+ AR, (5.4)

where D, A, and R are distortions, a Lagrange multiplier, and bitrates, respectively. In ET
1, the subsequent IBC processing is terminated when the condition of ET 1 is not satisfied.
Specifically, IBC is more likely to be applied to coding blocks with complex textures as
described in Sec. 5.1.1; thus, IBC has non-zero coefficients for high-frequency components.
Therefore, when N Clyy, is two or less, i.e., low-frequency components, it can be inferred that
the application of IBC is unsuitable.

Next, ET 2 is the early termination by comparing RD costs of the best intra prediction mode
and IBC BVP, i.e., ;g;;la and Jgyp. The constant value /3, is 1.2 in this chapter, utilized in the
similar early termination of IBC BVP for SC in ECM-9. In ET 2, the entire IBC Merge encoding
process is terminated when the condition of ET 2 is not satisfied. This is because a coded block

unsuitable for IBC BVP can be inferred to be unsuitable for IBC Merge.
Then, ET 3 is the early termination by comparing the SATDs of coding blocks in which the
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intra prediction, IBC BVP, and IBC Merge are applied (i.e., AT Agyp, and Apjere). Here,

Intra »

Ajmax is the SATD corresponding to the intra prediction mode with the maximum RD cost, i.e.,

Intra

Jinie. The constant value 3, is 1.1 in this chapter, utilized in the similar ET of IBC BVP for SC
in ECM-9. In ET 3, BV candidates for IBC Merge, not satisfying the condition of ET 3, are
excluded from the targets of computing Jyierge because their Jyerge can be inferred to be larger

than JIntra and JBVP-

5.4 Experimental Results and Discussion

The proposed method is implemented on top of ECM-9 [58, 13]. The experiments were
conducted following the JVET’s Common Test Condition (CTC) [75]. The coding performance
was evaluated by the Bjontegaard Delta bitrate (BD-rate) of the luma and two chroma
components, i.e., BD-rate Y, U, and V components (BDY, BDU, and BDV) [27, 28]. The
BD-rate is a well-known evaluation metric to quantify the difference in bitrate for equivalent
levels of Peak Signal-to-Noise Ratio (PSNR), whose negative and positive values indicate
coding performance gains and losses. Four Quantization Parameter (QP) values 22, 27, 32,
and 37 were utilized to derive BD-rates. The complexity was assessed using the ratio of the
proposed method’s encoder runtime (EncT) and decoder runtime (DecT) compared to ECM-9.
The CTC test sequences are classified Classes A through TGM by video resolutions and content
types, as described in Tab. 5.2.

The experimental results provided in Tab. 5.2 demonstrate the advantage of the proposed
method, which provides additional coding performance gains while maintaining a comparable
complexity level to ECM-9. The detailed observations of the results for CC and SC are
separately described below.

First, regarding CC, Tab. 5.2 presents the improved performance of the proposed method
with a 0.15% coding performance gain on overall results under all intra configuration.
Comparing the average performance of each class on average and each test sequence reveals
the proposed method’s sequence-dependent effectiveness. In particular, coding performance
gains of more than 0.5% are observed in DaylightRoad2 and BQTerrace. DaylightRoad2 and
BQTerrace contain image regions with tiles and stripes throughout the sequence. Moreover,
DaylightRoad?2 is a video from a moving vehicle window, and BQTerrace includes a camera
pan scene. Such complex image regions with motion blur contribute to frequent applications
of bi-predictive IBC and thus result in improved performance. In addition, the proposed
method maintains DecT and increases EncT by only 1%, compared to ECM-9. The proposed
uni-predictive IBC Merge and bi-predictive IBC do not increase DecT since they can derive BVs
without BV searching in the decoder. Additionally, the minor increase in EncT is attributed to
the proposed ETs, which will be further discussed in the ablation study.

Next, regarding SC, Tab. 5.2 presents the improved performance of the proposed method
with a 0.30% coding performance gain on overall results without increasing EncT and DecT.
Similar to the CC results, the sequence-dependent effectiveness of the proposed method is
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observed in SC. In particular, coding performance gains of more than 0.5% are observed in
SlideEditing, FlyingGraphic, and Desktop. SlideEditing and Desktop contain scrolled consoles
and windows, whereas FlygingGraphic includes randomly moving texts and shapes. Such
complex image regions having edges within the blocks contribute to frequent applications of
bi-predictive IBC GPM and thus result in improved performance for SC, too.

Tab. 5.3 shows the ablation study of the proposed method for CC with overall BD-rates Y,
EncT, and DecT over ECM-9. Due to the greater impact of the luma component on perceptual
quality than the chroma components, only BD-rates Y are compared in the evaluation.
The uni-predictive IBC Merge brings a 0.15% coding performance gain while significantly
increasing EncT by 7.8%. In addition, the bi-predictive IBC raises the coding performance gain
up to 0.21% while further increasing EncT up to 9%. Meanwhile, the proposed ETs can reduce
EncT from 9% to 1% while almost retaining the coding performance gain from the proposed
method, revealing the proposed ET’s effectiveness.

To investigate the differences in the effectiveness of the proposed method, Figs. 5.3 and
5.4 provide the application rate of each IBC method and the first decoded frames overlaying
IBC-applied blocks for BQTerrace and BQSquare with two QPs (22 and 37), respectively.
BQTerrace and BQSquare have similar content, but the resolutions and observed coding
performance gains differ. Specifically, BQTerrace is a Class A sequence with the largest coding
performance gain of 0.68%, whereas BQSquare is a Class D sequence with a small coding
performance gain of 0.07%.

Comparing the application rates of Fig. 5.3 reveals that the proposed IBC has high
application rates for the two test sequences under low-QP conditions, confirming the
effectiveness of the proposed method as intended in Fig. 5.1. Specifically, at QP = 22, the
proposed method increases the application rates of IBC in BQTerrace and BQSquare, with more
than half of the total rates attributed to the proposed IBC. Meanwhile, in BQTerrace at QP =
37, the rate of the proposed method drops, though the total rates are almost the same as QP =
22. Moreover, in BQSquare at QP = 37, even the total rates decreased compared to those at QP
=22.

The different tendencies on the IBC application rates of BQTerrace and BQSquare under
high QP conditions could lead to different coding performance gains of BQTerrace and
BQSquare. Specifically, the drops in the rate of the proposed IBC in BQTerrace and BQSquare
at QP = 37 come from coding degradation, which smooths or loses the edges of complex
image regions. In particular, in BQTerrace, uni-predictive IBC is highly selected to avoid
over-smoothing by the proposed bi-predictive IBC. Furthermore, in BQSquare, the total rates
decrease due to the loss of edges and the increased signaling overhead for adaptation of the
proposed method and uni-predictive IBC. Despite the increased signaling overhead, the total
application rate of IBC is maintained in BQTerrace. This is because BQTerrace has a higher
resolution than BQSquare and has many large blocks that are less affected by the signaling
overhead.

Figure 5.4(a)—(d) demonstrates the application of the proposed IBC to complex image
regions and the different tendencies on IBC application rates dependent on QP and sequence
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Figure 5.3: Application rates of each IBC method normalized by all samples in each test
sequence. (Copyright(C)2024 IEEE, [5] Fig. 3)

resolution, discussed in Fig. 5.1. Specifically, regarding BQTerrace at QP = 22 shown in
Fig. 5.4a, the many small blocks that apply the proposed IBC are observed in the terrace’s
outer wall and the bridge’s railing. In contrast, regarding BQTerrace at QP = 37 shown in
Fig.5.4b, large blocks that apply the proposed IBC and small ones that apply uni-predictive
IBC are observed in such regions. Regarding BQSquare at QP = 22 shown in Fig. 5.4c, the
smaller blocks that apply the proposed method and uni-predictive IBC are observed around
the terrace tile pattern. Meanwhile, regarding BQSquare at QP = 22 shown in Fig. 5.4d,
IBC-applied blocks drastically decrease in such regions due to the loss of the tile pattern.
Based on the discussion above, the proposed method has the potential to achieve additional
coding performance gains or further reduce complexity by considering the adaptive application
of bi-predictive IBC dependent on QP and block size.
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Table 5.2: Results of the proposed method over ECM-9. The CC overall BD-rates with EncT
and DecT exclude the results of Class D following CTC.

Cotenty type | Class | Sequence BDY [%] BDU [%] BDV [%]
Tango2 -0.02 -0.15 -0.05
CC| Al FoodMarket4 -0.01 0.13 -0.07
Campfire -0.01 -0.04 0.06
CatRobot -0.21 -0.20 -0.08
CC| A2 DaylightRoad2 -0.53 -0.65 -0.53
ParkRunning3 0.00 0.00 -0.04
MarketPlace 0.01 0.04 0.16
RitualDance -0.01 -0.07 -0.08
CC|B Cactus -0.17 -0.26 -0.26
BasketballDrive -0.23 0.07 -0.40
BQTerrace -0.68 -0.73 -0.77
BasketballDrill -0.05 -0.10 -0.22
cc|c BQMall -0.11 0.11 0.05
PartyScene -0.18 -0.28 -0.27
RaceHorses 0.03 0.05 -0.10
BasketballPass 0.00 -0.34 -0.29
CC|D BQSquare -0.07 0.01 -0.03
BlowingBubbles -0.01 0.09 0.08
RaceHorses 0.02 0.08 0.05
FourPeople -0.14 -0.14 -0.07
CCI|E Johnny -0.20 -0.03 -0.48
KristenAndSara -0.15 -0.08 0.05
CC | Overall -0.15 -0.13 -0.17
CC | EncT [%] / DecT [%] 101.0/100.4
BasketballDrill Text -0.03 -0.08 -0.08
SC|F ArenaOfValor -0.03 0.03 0.09
SlideEditing -0.51 -0.44 -0.48
SlideShow -0.12 -0.13 -0.26
FlyingGraphic -0.53 -0.47 -0.50
Desktop -0.69 -0.73 -0.78
SCITGM Console -0.32 -0.19 -0.29
ChineseEditing -0.15 -0.09 -0.13
SC | Overall -0.30 -0.26 -0.30
SC | EncT [%] / DecT [%] 100.3/99.5
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Table 5.3: Ablation study of the proposed method for CC with overall BD-rates Y, EncT, and
DecT over ECM-9.

No. | Method BDY [%] | EncT [%] DecT [%]
1 Uni-pred. IBC Merge -0.15 107.8 100.5
2 No.1 + Bi-pred. IBC -0.21 109.3 100.6
3 No.2 + Proposed ETs -0.15 101.0 100.4




78

Chapter 5 Bi-predictive Intra Block Copy

(¥ 314 [¢]
‘AT $202(D)ySuLdo)): {uonorpaid enur Judredsuer] pue O 9ARIpaId-1q :udaID) I D] 2AndIpAId-tun :pay ‘JAH
D] 2and1pard-tun :d3ueI} poylow HE] Yoed Judsaidar s)yoo[q JO SI0[0d Y} Pue ‘SYJ0[q Y} JO AIepunoq Ay} S9)edIpul pLIg
MOT[RA YT, “(L€ pue 77) sdO omi ynm arenbgg pue 2081131 O 10J syo0[q parjdde-Hg] SUIAB[IDAO SoweI) pIPOIAP ISIJ YL, 4G 931

L€ = dO ym arenbs O (p) 7T = dO pm axenbsOg (9)




Chapter 5 Bi-predictive Intra Block Copy 79

5.5 Conclusion

This chapter proposes a bi-predictive IBC using two block vectors as a new IBC. In addition,
this paper also proposes early terminations of search-free IBC, which is utilized for deriving
block vectors in bi-predictive IBC. The experimental results show the proposed method provides
0.15% and 0.30% coding performance gains with negligible increases in the encoder and
decoder runtime for camera-captured and screen contents compared to ECM-9.
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Chapter 6

Conclusion

In this dissertation, we aimed to achieve a highly efficient video coding method to address the
increasing video data traffic. For this goal, we targeted improving the prediction efficiency
to enhance the coding performance of hybrid coding architecture used in international video
coding standards. Specifically, we focused on extensions of prediction and studied the methods
that implement ideal soft decision criteria as real-world solutions considering actual operations
rather than the conventional deterministic mode-switching decision (i.e., hard decision) criteria.
In Chapters 2 to 5, we clarified hard decision elements in the conventional prediction methods
and propose to soften the hard decision elements, considering the better trade-oft between
coding performance and complexity.

Chapter 2 [Block-size and QP Dependent Intra Switchable Interpolation Filters]
explored improving the prediction accuracy of an intra Switchable Interpolation Filter (SIF).
First, we presented block-size dependent intra SIFs with two different cutoft frequency
characteristics, i.e., cubic and Gaussian Interpolation Filters (IFs), which were finally adopted in
H.266 | Versatile Video Coding (VVC). The cubic and Gaussian IFs can be switched by a fixed
threshold defined by one block size of the current coding blocks. Specifically, the Gaussian
IF has a higher denoising (i.e., smoothing) effect of prediction distortion than the cubic IF.
Hence, the conventional method applies the Gaussian IF to large-size blocks with flat image
characteristics. In contrast, it applies the cubic IF to small-size blocks with complex image
characteristics such as edges. However, since the block sizes and prediction distortions depend
on the Quantization Parameters (QPs), the conventional intra SIF is not always optimal for
wide QP ranges. Therefore, we proposed an intra SIF with variable thresholds defined by QP
dependent block sizes. In other words, we introduce the soft-decision-oriented threshold for
switching different cutoff frequencies to obtain high prediction accuracy over a wide bit rate
range. Finally, we demonstrated the experimental results that the proposed method provides
better coding performance than the conventional method in a high QP range.

Chapter 3 [Memory Bandwidth Constrained Overlapped Block Motion
Compensation] studied the better trade-off between coding performance and memory
bandwidth for Overlapped Block Motion Compensation (OBMC). First, we explained the
OBMC memory bandwidth issue and illustrated memory bandwidth determinants for regular
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Motion Compensation (MC) and OBMC. Next, we introduced the idea that the application
condition of the conventional OBMC is designed not to exceed the maximum (i.e., worst-case)
memory bandwidth required for regular MC without OBMC. Specifically, the application of
OBMC is determined by a fixed current block size and a fixed number of Motion Vectors
(MVs) of the current block and neighboring blocks, which are the determinants of memory
bandwidth. However, such OBMC application decisions by the fixed memory bandwidth
determinants leave room for OBMC application for the worst-case memory bandwidth and do
not maximize the potential coding performance of OBMC. Therefore, we proposed a memory
bandwidth-constrained OBMC method that treats the memory determinants of OBMC, such
as the number of MVs and the IF length of neighboring blocks, as variables depending on
the current coding block sizes. Furthermore, we generalized the problem set as a constrained
objective function that maximizes memory bandwidth for a predefined upper limit and derives
soft-determined variable OBMC parameters. Finally, we showed experimental results that the
proposed method provides better coding performance than the conventional method with the
same worst-case memory bandwidth as the conventional method.

Chapter 4 [Geometric Partitioning Mode with Inter Prediction and Intra Prediction]
researched improving the prediction accuracy of Geometric Partitioning Mode (GPM). First,
we summarized the GPM algorithm with two different inter predictions (GPM-Inter/Inter),
which was finally adopted in VVC. Whether GPM-Inter/Inter is applied is determined by
signaling. However, GPM-Inter/Inter does not necessarily predict the boundary of the objects
with high accuracy, especially for low-latency video coding configurations where we can fetch
the reference samples only from past coded pictures. For example, GPM-Inter/Inter cannot
accurately predict the boundary between the background and foreground, which appears after
the intersection of two foreground objects, because the background region is not included in the
past coded pictures. Therefore, we proposed introducing GPM with inter and intra predictions
(GPM-Inter/Intra) as a new selectable prediction mode of GPM in addition to GPM-Inter/Inter.
In other words, the proposed method can soften the application conditions of GPM with
GPM-Inter/Intra. Furthermore, to suppress the signaling overhead of GPM-Inter/Intra, we
restricted the types of selectable intra-prediction modes in GPM-inter/intra. Finally, we
demonstrated experimental results that the proposed method has superior coding performance
compared to the conventional method and qualitatively suppresses artifacts observed in the
conventional method for low-delay video coding configurations.

Chapter 5 [Bi-predictive Intra Block Copy] pursued a better trade-off between bitrates
and distortion and encoding runtime of Intra Block Copy (IBC). First, we described
conventional IBC methods, such as those used in VVC and Enhanced Compression Model
(ECM). All the conventional IBC methods use a single Block Vector (BV), i.e., uni-predictive
IBC, and whether IBC is applied is determined by signaling. The uni-predictive IBC is classified
into a BV-search-based IBC and a BV-search-free IBC, and we can select two IBC modes to
obtain a better trade-off between bitrates and distortions. The BV-search-based IBC method can
decrease prediction distortion with high-accurate BV while increasing signaling overhead more
than the BV-search-free IBC method. The characteristic of the BV-search-free IBC method
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is vice versa. However, there is room for further coding performance gain if we introduce
a new IBC method that realizes an intermediate trade-off between BV-search-based and
BV-search-free IBC methods. On the other hand, in that case, we also have to consider how to
realize a better trade-off between coding performance gains and encoding runtime of IBC since
a new IBC method increases the selection of IBC modes. Therefore, we proposed introducing
bi-predictive IBC as a new selectable prediction mode in IBC. In other words, the IBC
application condition where only uni-predictive IBC can be selected is softened by introducing
bi-predictive IBC. Furthermore, to avoid increases in encoding runtime while maintaining the
coding performance of the proposed IBC, we introduced an early termination method. This
method determines cases where the application of the bi-predictive IBC is ineffective and
suspends the proposed IBC’s coding process. Finally, we demonstrated experimental results
that the proposed method does not significantly increase the encoding runtime and achieves
better coding performance than conventional methods.

In conclusion, all the proposed soft-decision-oriented predictions achieved better
coding performance beyond VVC. In particular, the proposed method in Chapters 4 and 5
have been adopted in ECM, suggesting that they have been highly evaluated in the industry.
The soft decision-oriented approach can be applied to functions other than prediction in
hybrid video coding, which is the subject of this dissertation, such as block segmentation,
transformation with quantization, filtering in the loop, and entropy coding. The specific
procedure of the soft-decision-oriented approach is as follows: Identify hard decision elements
of each process of the functions; Try to soften the hard decision elements to unlock the function’s
potential; Generalize soft-decision-oriented methods. Here, soft decisions can improve coding
performance while increasing complexity. Therefore, we need to estimate an acceptable level
of complexity that considers the evolution of hardware capabilities. Then, we are required
to implement a generalized soft decision-oriented approach as a realistic solution that takes
into account actual operations according to that acceptable level. This approach is essential to
achieve practical video coding that can overcome the continuously increasing video data traffic
in the future.
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