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Abstract 
 

We focus on image coding schemes whose primary purpose is 
recognition in computer vision rather than consumers viewing. 
The input image is decomposed into prompt, hyperparameter, 
and edge information by Stable Diffusion. For decoding, we 
use the same diffusion model to sequentially remove noise 
determined by the sampling method and the initial value of 
random variables. The quality of the generated image depends 
on the fineness of the edge information. In this study, we 
investigate the effect of the amount of edge information on the 
quality of the decoded image. 

Keywords: image coding, diffusion model, stable diffusion, 
variational autoencoders, text-to-image, canny edge detector 

 
1. Introduction 

 
Image coding using text-to-image diffusion model has been 
actively studied. One of the interesting functions included in 
Stable Diffusion is image generation with edge constraints. 
Using the shape information of objects in the image as control 
information, it is possible to generate a level of encoded 
images that can be used for recognition.  

Originally, image coding using edge information has been 
proposed more than 30 years ago [1]. It decomposes an image 
into edge, primally component, and residuals. Then, several 
edge-based image compression approaches have been 
investigated [2]-[4]. They can provide reasonable coded image 
quality at very low bitrate. This feature may not be suitable in 
terms of rate-distortion competition but may be suitable for 
machine recognition. 

Stable Diffusion, developed by Ludwig Maximilian 
University of Munich and released by Stability AI, is a 
publicly available text-to-image generation tool [5]. Then, 
applying a diffusion model to image compression has been 
proposed [6]-[8]. However, generated object shapes are 
sometimes different from an original image. A plug-in 
extension to Stable Diffusion was released for controlling 
object shape in 2023. The extension named ControlNet can 
incorporate edge, depth, or skeleton information into Stable 
Diffusion [9]. In this scheme, edge information can be used to 
constrain the object shape generated from the text. Recently, 
other approaches using soft-edge in text-to-image coding have 
been studied [10],[11]. 

We propose a new image coding scheme, which generates 
an image from text with edge information. The target is 
semantic compression like Video Coding for Machines 
(VCM) in MPEG. Prompts that explain an input image, and 

edge information of objects in the image are extracted. At the 
decoder, the output image is generated by random variables 
and prompt with the constrained edge information. 

 
2. Coding and Decoding Scheme 

 
Coding scheme consists of analysis part of prompt and 
extraction of edge information shown in Fig.1. To derive 
prompt, Stable Diffusion has a capability to convert an image 
to texts. Canny edge detector can be used for extracting edges 
in a ControlNet extension of Stable Diffusion. Depends on an 
initial value (seed) of random variable, results vary drastically. 
Thus, selection criteria of seed should be defined properly. 

Decoding process needs index that specify the type of 
random function, seed value for the function, several control 
parameters, as well as edge information which is recovered 
from the coded data as shown in Fig. 2. 

 
3. Coding Control 

 
An object shape reproducibility in Stable Diffusion depends 

on the amount of edge information. Canny edge detector, used 
in ControlNet, includes noise reduction, Sobel filter, non-
maxim suppression, and thresholding operations. We can 
control edges by setting high side threshold (Ht) for primary 
edges and low side threshold (Lt) for additional details. 

The basic quality of the coded image can be maximized by 
setting the criterion  J  regarding hyper parameters, such as, 
the type of random variables, seeds, prompts, classifier-free 
guidance scale (CFG) and other control parameters 

  J = min D (I_in, I_gen) 
                          index, seed, prompt, … (1)  

where I_in, I_gen are input and generated images, and the 
distortion  measure  D(*,*)  can  be  a  combination  of  SSIM,  
 

 
Figure 1: Coding scheme of the proposed method. 



 

 

 
Figure 2: Decoding scheme of the proposed method. 

 
LPIPS, SNR or other human satisfaction measure [12]. Once 
the distortion measure is defined, we pick up the one which 
maximize Eq. (1). Depends on the selected parameters, the 
quality of the coded image drastically changes. 

 
4. Experiment 

 
We experiment to observe the effect of edges on the coded 
image quality provided by Stable Diffusion. In the experiment, 
we use Lenna, 512x512 pels, 8bit monochrome image. First, 
prompt is derived from the image as shown in Fig. 1. 
Examples of edge images and corresponding coded images are 
shown in Fig. 3. 

We use the following conditions. Steps: 20, Sampler: Euler 
a, CFG scale: 1, Seed: 3515612223, Size: 512x512, Model: 
v1-5-pruned-emaonly, ControlNet: "Module: canny, Model: 
control_canny-fp16 [e3fe7712], Resize Mode: Crop and 
Resize, Low Vram: False, Processor Res: 512, Version: 
v1.6.0-2- g4afaaf8a. The quality characteristics for different 
edge images are shown in Fig. 4. The file size is dominated by 
edge image coded by JBIG. It varies from about 5 KB to 
14KB. The data size or prompts and hyperparameters are 
about 0.5KB. SSIM and LPIPS are used as evaluation 
indicators. A weak peak appears at Lt=Ht=100 in the canny 
edge detector. 

From experiments, edges that can represent major object 
shapes and do not represent detailed textures provide better 
quality. The original and coded images are shown in Fig. 5. 
The shapes are similar, but the gray-level areas are different. 
The overall impression appears to be reasonably well 
preserved. 

5. Conclusion 
 
This paper presents experimental results on how edge 

information affects image coding using Stable Diffusion. 
Edges that cover major objects but do not represent detailed 
textures provide better quality. 

 
 

 
Figure 3: Coded “Lenna” images (upper) and corresponding 
canny edges (lower). From left, Lt-Ht: 200-200, 100-200, 100-
100, 25-100. 

      

 
Figure 4: Numerical evaluation results by SSIM(↑) and 
LPIPS(↓) to generated images using 7 different edge images. 
Note that PSNR values are almost the same in all cases. 

    
Figure 5: Original Lenna, 512*512 pels (left) and coded image 
(right) when using Canny edge detector with Lt=Ht=100 
(SSIM=0.624, LPIPS=0.44, PSNR=15.05, Size=5.87KB). 
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