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Abstract 

 

Recently, the capability and popularity of automatic 

machine analysis of images and videos have grown 

rapidly. Consequently, the analysis of decoded images 

and videos by machines, rather than humans, is 

becoming more popular. This shift has led to a growing 

need for efficient compression methods that are 

optimized for machines instead of humans. In response 

to this demand, various methods of image coding for 

machines (ICM) have been developed. For training ICM 

models, distillation-based loss is often used. However, 

the valuable insights gained from the distillation 

methods in machine vision tasks have not been fully 

utilized yet. In this study, we propose an objectness-

based feature distillation for ICM to improve rate-

distortion (R-D) performance. We conducted 

experiments in object detection and instance 

segmentation tasks and confirmed that there was an 

improvement of up to approximately 1.5 points in mAP 

at the same rate. 
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Learnable Compression, Knowledge Distillation 

 

1. Introduction 

 

These days, the performance of computer vision models 

has improved dramatically, leading to more instances 

where machines analyze decoded images and videos 

without human intervention. This trend has spurred 

active research about ICM [1,2], with standardization 

efforts such as JPEG-AI and Video Coding for 

Machines (VCM) underway. Modern learnable image 

codecs, often outperforming hand-crafted codecs in R-D 

performance, are increasingly used in the ICM domain 

[1,2]. When training ICM models, it's common to use 

distillation-based loss [1,2]. This makes sense in real-

world deployments where access to labeled training data 

can be difficult or expensive. However, ICM distillation 

loss does not fully exploit the knowledge of distillation 

methods in machine vision tasks that have been studied 

for many years. In detection tasks, assigning higher 

weights to significant areas such as the foreground 

during the calculation of distillation loss is known to be 

an effective strategy. Therefore, in this research, we 

propose feature distillation, which is weighed by 

objectness, a component of the detector's output, aiming 

to enhance R-D performance in detection tasks. 

 

2. Learnable Image Coding for Machines 

 

Like typical learnable image coding for humans, an 

autoencoder-type CNN is used as a compression model. 

However, the decoded images are not meant for human 

viewing but are used as input for machine vision task 

models. 

Generally, the parameters of the downstream task 

model are fixed, and only the compression model is 

trained. To train it, R-D loss is used:  

𝐿 = 𝑅 + 𝜆𝐷, (1) 

where R is an estimated rate of a bitstream, D is a 

distortion term to maintain task accuracy in the later 

stages, and λ is a Lagrange multiplier that controls the 

trade-off between rate and distortion. As mentioned 

before, considering real-world applications, it is 

common to use distillation-based loss as D without the 

use of labels. Specifically, a typical method involves 

using the mean squared error (MSE) between the 

features 𝐹 obtained from original images 𝑋 inputted into 

the task model and the features 𝐹̂  obtained from 

compressed images 𝑋̂ as the loss (Fig. 1) [1,2]: 

𝐷 =
1

𝑁
∑ 𝑀𝑆𝐸(𝐹𝑖  , 𝐹̂𝑖),

𝑁

𝑖=1
(2) 

where 𝑁 is the number of the extracted features to 
calculate distillation loss. 

 

 

Figure 1: Feature distillation for training ICM model  



 

 

3. Proposed Method 

 

In detection tasks, the method of feature distillation 

using weighted loss is known to be effective [3,4]:  

𝐷 =
1

𝑁
∑  𝑊𝑖 ∙ 𝑀𝑆𝐸(𝐹𝑖  , 𝐹̂𝑖),

𝑁

𝑖=1
(3) 

where 𝑊 is a weight map, usually created from ground 

truth (GT) labels. Some studies [3,4] have achieved 

improved performance by assigning greater weights to 

feature errors in the foreground compared to the 

background.  

Inspired by this approach, we propose using 

objectness  𝑂 as a weight map for feature distillation of 

ICM:  

𝐷 =
1

𝑁
∑  𝑂𝑖 ∙ 𝑀𝑆𝐸(𝐹𝑖 , 𝐹̂𝑖).

𝑁

𝑖=1
(4) 

Objectness is the probability that an object exists in a 

proposed region of interest. Most object detectors, as 

well as segmentation models based on detectors, output 

this objectness or equivalent value [5,6,7]. When GT 

labels are used as weights, the compression model 

learns to preserve information about all objects, 

regardless of whether the downstream task model can 

detect them or not. On the other hand, by employing 

objectness instead of GT labels, the compression model 

is trained to disregard objects that are difficult to detect, 

and it leads to bit rate reduction. Furthermore, as 

acquiring labels for real-world data is often challenging, 

this approach is more practical and applicable in various 

settings. 

 

4. Experiment 

 

We tested the effectiveness of the proposed method in 

the two tasks: object detection and instance 

segmentation. In our experiments, we used a pre-trained 

compression model, cheng2020_attn [8] from 

comrpessAI [9] as a learnable ICM model. Specifically, 

we employed Faster R-CNN (FRCNN) [5] for object 

detection and Mask R-CNN (MRCNN) [6] for instance 

segmentation as downstream task models. During the 

experiment, feature maps {p2, p3, p4, p5} from the 

Feature Pyramid Network (FPN) [5,6] of the task model 

were used for feature distillation. In the proposed 

method, we used the objectness output of the Region 

Proposal Network (RPN) [5,6], for weighting loss. We 

used the COCO2017 dataset for our experiments, with a 

total of 50 epochs of training. At the 40th epoch, the 

learning rate was reduced by a factor of 0.1. The initial 

learning rate was 1e-4 and the Adam was used as an 

optimizer. 

The results of the R-D curves of each task are shown 

in Fig.2 and 3. From these figures, it is clear that the R-

D performance is improved by using the proposed 

method. Also, the yellow line in the figure represents 

the result of weighting using GT label. This confirms 

that weighting using objectness is superior to using GT 

labels. 

 

5. Conclusion 

 

Our research focused on feature distillation used in ICM 

model training. In the field of computer vision, there are 

a variety of techniques for feature distillation. In 

detection tasks, feature distillation by weighting with 

GT labels is often used. In this study, we proposed a 

feature distillation technique that uses weighting with 

objectness instead of GT labels. The proposed method 

not only outperforms traditional distillation but also 

outperforms GT label weighting approach. 
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Figure 2: Object detection by FRCNN Figure 3: Instance segmentation by MRCNN 

  


