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Abstract

Convolutional Neural Network (CNN) in medical image
processing has lately received a lot of interest. Computer-
aided polyp detection in gastrointestinal endoscopy has
been the subject of research over the past few decades.
However, despite significant advances, automatic polyp de-
tection in real-time is still an unsolved problem. In this pa-
per, we propose a Deep Learning method for reliable real-
time polyp detection on endoscopic images and videos. We
improve the performance of YOLOv8 model by modify-
ing YOLOv8 model architecture with Ghost Convolution
and Spatial and Channel Attention mechanisms (GhostAtt-
YOLOv8). These techniques are integrated into the back-
bone network to enhance detection result. The proposed
method is applied on Showa University and Nagoya Uni-
versity polyp database (SUN) dataset. Experimental results
show that a better performance is archived with mAP@50
of 80.13% compared to the original YOLOv8, and FPS of
our proposed model is 294, faster than original YOLOv8.
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1. Introduction

Colorectal cancer (CRC) ranks third in terms of cancer-
related mortality. While colon cancer has a five-year sur-
vival rate of approximately 68%, the rate for cancer stom-
ach is only 44% [1]. To mitigate CRC-related fatalities, one
of the most effective strategies is identifying and remov-
ing precancerous lesions, such as colon polyps, which have
the potential to progress into CRC at a later stage. There-
fore, early detection of CRC is essential for improving sur-
vival rates. Colonoscopy is an invasive medical procedure
in which an endoscopist uses a flexible endoscope to inspect
and treat the colon. It is thought to be the best diagnos-
tic tool for a colonoscopy for the early detection and treat-
ment of polyps. Therefore, gastroenterologists often choose
colonoscopic screening over other methods.

Polyps are abnormal tissue growths that protrude from
the mucous membrane. They can occur anywhere in the
gastrointestinal (GI) tract, but are most frequently detected
in the colorectal area, and are often considered to be a pre-
decessor of CRC. Larger polyps can usually be detected and

removed. Some polyps, however, may be overlooked due to
their small size, low image quality due to the colonoscopy
device, or the gastroenterologists’ skills. Other challenges
include the patient variability and presence of different
sizes, shapes, textures, colors, and orientations of these
polyps. For the aforementioned reasons, computer-based
detection methods come to the aid of physicians for a more
accurate diagnosis. In this paper, we propose an improved
model, GhostAtt-YOLOv8 based on YOLOv8 [2] to solve
the polyp detection task in a real-time manner. Ghost Con-
volution [3] combined with Spatial and Channel Attention
mechanism (CBAM) [4] is introduced to the backbone net-
work.

2. Related Works

Over the last two decades, there has been a lot of effort put
into developing effective methods and algorithms for au-
tomated polyp detection. Earlier research concentrated on
polyp color and texture, employing handmade descriptors-
based feature learning. Methods based on CNNs have re-
cently gained a lot of attention and have become the most
popular option for both production and those competing in
public competitions.

Shin et al. [5] applied Inception ResNet as a trans-
fer learning approach and implemented post-processing
techniques to enhance the polyp detection result during
colonoscopy. Liu et al. [6] presented a YOLOv3-based ap-
proach by fusing a two-dimensional CNN-based real-time
object detection network with spatio-temporal data to ad-
dress the issue of missed polyp detection and enhance accu-
racy. In [7], the authors proposed a method for real-time
polyp detection utilizing YOLO-based models for small
datasets. Nogueira-Rodrı́guez et al. [8] conducted an ex-
tensive analysis of all accessible data to evaluate the effec-
tiveness of CNN on polyp detection task.

3. Proposed Method

3.1. Overview of YOLOv8

YOLOv8 [2] is the latest version of the YOLO family of
detection models. Much like its predecessor, YOLOv5 [9],
its architecture is comprised of a backbone, neck and de-
tection head. YOLOv8 introduces a new architectural de-



Figure 1: The architecture of GhostAtt-YOLOv8.

sign, enhanced convolutional layers in the backbone, and
an upgraded detection head, positioning it as the top choice
for real-time object detection. The model uses CSPDark-
net53 with an SPPF layer as the backbone network, same
as YOLOv5, but the C3 module has been replaced by the
C2f module. The C2f module (cross-stage partial bottle-
neck with two convolutions) merges high-level features with
contextual information, thereby enhancing detection accu-
racy. YOLOv8 adopts an anchor-free model with a decou-
pled head, enabling independent processing of objectness,
classification, and regression tasks. This design allocates
each branch to its specific task, ultimately boosting the over-
all accuracy of the model.

3.2. GhostAtt-YOLOv8

The framework of GhostAtt-YOLOv8 is illustrated in Fig.
1. The detailed architecture is presented below.

3.2.1. Ghost Attention Convolution

Recently, many CNN architectures have been designed to
reduce the number of parameters and required resources.
Inspired by Ghost Convolution (GhostConv) [3], (shown
in Fig. 2a), we propose a newly efficient Ghost Attention
Convolution (GhostAttConv), which its architecture is il-
lustrated in Fig. 2b. The Ghost Convolution reduces com-
putational complexity by using cheap operations to extract
feature maps. However, it does not increase other useful
information because cheap operations only copy inherent
features from the primary convolution. For the above rea-
son, the Convolution Block Attention Module (CBAM) [4]

Figure 2: a) Ghost Convolution. b) Ghost Attention Convo-
lution. ϕ represents the cheap operations.

is added after each cheap operation in the Ghost Convolu-
tion to elevate feature information. CBAM is a simple yet
effective attention module and can be integrated into many
CNN architectures, which consists of Channel and Spatial
Attention mechanism. Integrating CBAM after the cheap
operations enables the model to focus more on important
areas in the input image, emphasizing essential polyp fea-
tures while reducing the influence of unimportant or noisy
sections. This module also efficiently manages computa-
tional resources, resulting in enhancement in both accuracy
and efficiency. Ghost Attention Convolution is utilized in
the backbone network of GhostAtt-YOLOv8 to extract cru-
cial features of the polyps in the image.

3.2.2. Ghost Attention Bottleneck

a) b)

Figure 3: a) Bottleneck. b) Ghost Attention Bottleneck.

We propose Ghost Attention Bottleneck (GhostAttBottle-
neck), as shown in Fig. 3b. Compared to the original Bot-
tleneck (Fig. 3a), Ghost Attention Bottleneck replaces the
Convolution layer with Ghost Attention Convolution layer.



Batch Normalization and SiLU activation function is used
after the first Ghost Attention Convolution, while only Bach
Normalization is performed after the second Ghost Atten-
tion Convolution to achieve the linearity. The first Ghost
Attention Convolution increases the number of channels af-
ter extraction, while the number of channels is reduced by
the second, then is connected with the input features by the
residual connection. Bottleneck and Ghost Attention Bot-
tleneck is the main block in C2f and C2fGhostAtt module,
respectively. The two modules are introduced in section
3.2.3.

3.2.3. C2fGhostAtt Module

a) b)

Figure 4: a) C2f module. b) C2fGhostAtt module.

The C2fGhostAtt module (Fig. 4b) replaces the Bottle-
neck used in C2f module (Fig. 4a) with Ghost Attention
Bottleneck. The C2fGhostAtt module has two parallel gra-
dient flow branches, thereby the model could obtain richer
gradient flow information while reducing parameters with
Ghost Attention Bottleneck. The C2fGhostAtt module is
used in the backbone, and the C2f module is applied in the
neck of the proposed GhostAtt-YOLOv8 model.

4. Experiments

4.1. Datasets

We have conducted experiments on five datasets for polyp
detection: Kvasir-SEG [10], NeoPolyp-Small [11], Polyps-
Set [12], LDPolypVideo [13], and SUN [14]. The first four
datasets were used to evaluate the learning capability of the
model, while SUN dataset was used to analyze the general-
ization capability of the model.

4.2. Learning Capability

In this part, four datasets were used to evaluate the learn-
ing capability of our proposed model, Kvasir-SEG [10],

NeoPolyp-Small [11], PolypsSet [12], and LDPolypVideo
[13]. We deleted some images with no polyps in Polyps-
Set [12]. Since LDPolypVideo [13] includes images ex-
tracted from videos, we also eliminated images that have
identical viewpoint and distance of the same polyp and im-
ages that are too blurry and contain too many artifacts. To-
tally, there are 30,918 images. We split the dataset to the
ratio 80:10:10 for training, validation, and testing. Table 1
shows the comparison results between GhostAtt-YOLOv8
and the original YOLOv8s model (hereinafter referred as
YOLOv8) on the test set. GhostAtt-YOLOv8 has slightly
higher mAP scores compared to YOLOV8, with mAP@50
of 98.94% and mAP@50-95 of 86.01%.

4.3. Generalization Capability

Figure 5: Qualitative results comparison on some images
in SUN [14] dataset (Purple bounding box: Groundtruth.
Red bounding box: Detection result). GhostAtt-YOLOv8
produces better bounding boxes than YOLOv8.

The trained models were applied to SUN [14] dataset
to evaluate their performance on unseen data. Table 2 de-
scribes the comparison results of this experiment. GhostAtt-
YOLOv8 outperforms YOLOv8 in all metrics, with about
3.4% higher mAP and Recall scores, and 1.5% higher Pre-
cision score. We also analyzed their performance in a real-
time manner. GhostAtt-YOLOv8 has higher FPS and lower
number of Parameters and GFLOPs compared to YOLOv8.
Fig. 5 illustrates some qualitative results of GhostAtt-
YOLOv8 and YOLOv8 model. This paper is the first one to
combine Ghost Convolution with CBAM after the cheap op-
erations and integrate it to YOLOV8 backbone, enhancing
both detection performance and computational efficiency.

5. Conclusion

This paper proposes GhostAtt-YOLOv8 model for reliable
real-time polyp detection on endoscopic images and videos.
GhostAtt-YOLOv8 integrates Ghost Convolution and Spa-
tial and Channel Attention mechanisms into the backbone



Table 1: Performance comparison on test dataset.
Method mAP@50 (%) mAP@50-95 (%) Recall (%) Precision (%)

GhostAtt-YOLOv8 98.94 86.01 96.94 99.03
YOLOv8 98.91 85.92 97.42 99.14

Table 2: Performance comparison on SUN [14] dataset.
Method mAP@50 (%) mAP@50-95 (%) Recall (%) Precision (%) FPS Params (M) GFLOPs

GhostAtt-YOLOv8 80.13 44.21 67.24 85.34 294 8.5 21.2
YOLOv8 76.64 40.91 64.03 83.82 285 11.1 28.4

of the original YOLOv8 model, not only outperforming
YOLOv8 in the generalization capability but also being
faster and having lower number of Parameters and GFLOPs,
showing a promising result in real-world applications. In
the future, we will work on modifying the neck and de-
tection head to further improve the detection result of our
model.
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