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Abstract—The demand for real-time video processing from
edge devices including surveillance cameras and smartphones
has been increasing. While edge processing power is improving
with lighter recognition models and smaller GPUs, achieving
high-performance recognition remains a challenge due to limited
computational resources. To address the issue, collaborative
recognition systems between the edge side and the cloud side are
crucial. Previous approaches such as the Edge-Cloud Net (ECNet)
have been proposed but they faced challenges in optimizing data
transmission because of the large data size of frame images. In
this paper, we propose a novel edge-cloud collaborative method
for video multiple object detection. This system integrates an
original lightweight edge side model that combines YOLOv3
and YOLOv3-tiny and compresses intermediate features before
the transmission. Our approach improves the trade-off between
transmission amount and detection accuracy, particularly at low
bit rates. This approach also focuses on offload controlling based
on detected bounding boxes from the edge side model and it
enhances the trade-off compared to the previous method.

Index Terms—Edge-Cloud network system, Object detection,
Feature compression, Bounding box aware offload controller

I. INTRODUCTION

In recent years, the demand for real-time processing of
video captured by edge devices such as surveillance cameras
and smartphones has been accelerating. Although the pro-
cessing power of edge devices is increasing due to lighter
recognition models and smaller GPUs, it is still very difficult
to achieve high-performance object recognition with limited
computational resources. At the same time, when data is sent
to a cloud side such as a server center, processing delays can
occur in exchange for high accuracy. Therefore, collaborative
systems are needed in which lightweight models are placed
on the edge side and high-performance models are placed on
the cloud side [1]- [5]. Previously, the collaborative object
detection system based on Edge-Cloud Net (ECNet) has been
proposed [6], [7]. However, in the previous research, the
transmission was based on the raw image data output of the
edge side model, and therefore, the amount of transmission
data size could not be optimally reduced due to the large
data size of raw image of each frame. In addition, previous
research such as presented in ref. [8] using intermediate
features for transmission is limited to detection for image
inputs only. Therefore, we propose an edge-cloud collaborative

Fig. 1. The difference in transmission of collaborative systems.

object detection system to address the issue of multiple object
detection for video inputs. This is expected to be applied
in real-world use cases including large-scale camera analysis
and autonomous driving. We created an original lightweight
edge model that combines YOLOv3 [9] and its lightweight
model YOLOv3-tiny [10]. We also incorporated a mechanism
to compress and transmit intermediate features on the edge
side by creating common parts with the cloud side model.
Fig. 1 shows the comparison between the conventional method
of transmitting image data and this proposed method of
transmitting intermediate features from the edge side model.
For the offload controlling of transmission, we propose an
offload method that focuses on the information of detected
bounding boxes from the edge side model. This can improve
the trade-off between transmission amount and detection ac-
curacy compared to previous methods and it is also effective
especially at low bit rates compared to transmitting all data to
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the cloud side.
The remainder of this paper is organized as follows: Section

2 describes related work of our study. Section 3 illustrates
our proposed method regarding network structure, offload-
ing control, and feature compression. Section 4 discusses
the experiments and their results. The last section presents
conclusion from the results.

II. RELATED WORKS

A. Edge-cloud Network for Computer Vision Tasks

To tackle the trade-off between the transmission amount and
recognition accuracy, there are several studies have been con-
ducted using edge-cloud collaborative networks for computer
vision tasks. Edge-Cloud Net (ECNet) [6] performs the image
classification task by placing models with light processing
load while low accuracy as the edge side classification and
models with heavy processing load while high accuracy as the
cloud side classification. They use Darknet19 and Darknet53,
the backbone of YOLO9000 [11] and YOLOv3, respectively.
For the object detection task, the method that combines high-
speed YOLOv3-tiny on the edge with high-accuracy YOLOv3
on the cloud has been proposed [7]. They mask each frame
image depending on the confidence score and apply image
compression using JPEG [12] format to reduce transmission
amount. Nevertheless, the considerable data size of raw frame
images has constituted a significant challenge in previous stud-
ies, impeding the attainment of optimal trade-off efficiency.

B. Feature Compression

An important aspect of building an edge-cloud collaborative
object recognition system is to reduce the size of the data
transmitted from the edge to the cloud. Therefore, it is essential
to compress the transmitted data on the edge side before
transmission over the Internet. While conventional image
compression includes traditional compression methods such as
JPEG and learning-based compression methods, the amount of
transmitted data size is still large. In contrast, feature compres-
sion, which uses intermediate features of edge side models,
can greatly compress the amount of data to be transmitted
compared to raw image data. Moreover, it is also highly
compatible with edge-cloud collaborative systems, where the
focus is on machine recognition rather than reconstruction for
human vision. Therefore, feature compression methods have
been proposed in edge-cloud collaborative recognition systems
in recent years [13] - [16].

C. Real-time Object Detection

In recent years, Convolutional Neural Network (CNN) based
algorithms have been proposed for real-time object detection
to achieve both highly accurate detection and quick response
time. Typical examples include Regional-based Convolutional
Neural Network (R-CNN) [17] and You Only Look Once
(YOLO) [18]. R-CNN combines region search and image
recognition algorithms for object detection, resulting in high
accuracy but slow processing speed. Fast R-CNN [19] and
Faster R-CNN [20] have been proposed to achieve faster

inference, but their processing speed is insufficient to achieve
real-time detection. In contrast to other conventional object
detection methods, YOLO, however, achieves faster processing
speed by simultaneously searching for possible regions and
identifying classes. YOLOv3, which is used in this pro-
posed network, has improved detection accuracy over previous
YOLO models by increasing the number of layers and allow-
ing detection at multiple scales. In addition, YOLOv3-tiny is
a lightweight model with fewer layers than YOLOv3, which
enables faster inference [21]. In terms of the model size and
detection performance, YOLOv3 can achieve 57.9 mAP while
20 FPS and YOLOv3-tiny can achieve 33.1 mAP while 220
FPS on COCO dataset [22]. In summary, YOLOv3 is a highly
accurate model and YOLOv3-tiny is a lightweight model for
detection.

III. PROPOSED METHOD

A. Network Structure

We use the model structure of YOLOv3-tiny and YOLOv3
for our entire network structure. On the edge side, the first
13 layers of YOLOv3 (Edge Head / Cloud Head), and the
second half of YOLOv3-tiny, excluding the first 8 layers (Edge
Tail) via the Connect layer which adopts the size of input are
implemented. On the cloud side, we just deploy the latter part
of YOLOv3 (Cloud Tail). We also implement a mechanism
that stores features at the Edge Head output on the edge side
and compresses the features when sending them to the cloud
side. The transmitted features then become input to the Cloud
Tail, which performs inference on the cloud side. The overall
collaborative network structure is shown in Fig. 2.

B. Bounding Box Aware Offload Controller

We implement a two-step process for offload control using
the information of detected bounding boxes from the edge
side model. The first step is to use the number of bounding
boxes detected by the edge side model and we introduce x as
the threshold parameter. If the difference in this number from
the number of detected bounding boxes in the previous frame
image is greater than a threshold of x percent, the frame image
is transmitted to the cloud side. This is because when the next
frame has similar feature to the previous frame, the number of
detected bounding boxes does not change significantly. Hence,
the inference results from the previous frame can be reliable,
and the inference on the edge side is considered sufficient. For
the second step, we use the minimum value of the detected
bounding box area. Generally, less accurate models are not
good at detecting small objects [25], and hence we use this
value as a parameter to control the amount of transmission.

C. Feature Compression

From the output of the Edge Head model, intermediate
features are stored, and the features are compressed and sent
to the cloud side. We implement an encoder consisting of
two convolution layers and a GDN [23] layer followed by a
corresponding decoder for feature compression. Fig. 3 presents
the architecture of feature compression. We also refer to the
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Fig. 2. The overall network structure of proposed method.

Fig. 3. The architecture of feature compression.

TABLE I
PARAMETERS FOR FEATURE COMPRESSION

Layer Number of filters Stride
Convolution 1 256 1

GDN 192 -
Convolution 2 128 2

paper in ref. [24] and define the parameters of each layer as
shown in Table 1.

IV. EXPERIMENT

A. Evaluation Method

We use the MOT17 [26] dataset for performance evaluation.
MOT17 dataset is a more accurate ground truth-filled version
of the previously published MOT16 dataset. There are 14 video
sequences captured with both static and moving cameras,
including 7 training sequences and 7 test sequences. The
MOT17 data sample and the features at specific layers which
are the second, ninth, and thirteenth (the last layer of the
shared part) layers on the edge side model are shown in Fig. 4.
For performance comparison, we use the previous method [7]
and the case where the compression of intermediate feature is
solely performed on the edge side and all data processed for
inference on the cloud side.

B. Result

First of all, we compare the size for each model, and a
comparison of the total number of parameters used to process

Fig. 4. MOT17 data samples and the features at specific layers. (upper left:
raw frame image, upper right: feature at the second layer, lower left: feature
at the ninth layer, lower right: feature at the thirteenth layer (the last layer of
the shared part))

for each model is presented in Table 2. Our edge model
which combines YOLOv3 and YOLOv3-tiny is much lighter
in processing compared to the full YOLOv3 model for the
cloud side inference. Table 3 also shows a comparison of
those detection results for the bounding box area as well
as the number of detected boxes from the edge side model
and the cloud side model. It shows that the edge side model
has difficulty detecting small objects compared to the more
accurate cloud side model. Examples of the actual differences
between inference results from the edge model and from the
cloud model are shown in Fig. 5.

Secondly, we evaluate the performance of our proposed
method. Fig. 6 shows the trade-off between the data transmis-
sion amount to the cloud side (bpp) and overall detection accu-
racy (mAP) of the proposed method by changing the threshold
x and the previous method. Our proposed method significantly
improves the trade-off between the transmission amount and
detection accuracy in contrast to the previous approach, which
placed the full YOLOv3-tiny model on the edge and the full
YOLOv3 model on the cloud, with compression applied using
JPEG. Fig. 7 also shows a comparison between the proposed
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TABLE II
THE COMPARISON OF THE NUMBER OF PARAMETERS

Model Edge Cloud
Edge Detection Compression Cloud Detection

Parameters [M] 10.0 3.77 61.9

TABLE III
THE COMPARISON OF DETECTED BOUNDING BOX AREA

Min Average Max Number
Edge side model 383.99 2619.14 49403.12 114.78
Cloud side model 23.51 1263.65 30349.77 91.40

method and the approach where feature compression is applied
exclusively and all data is sent to the cloud. From the results,
our proposed method excels particularly when the volume of
transmitted data is low.

Last not the least, we focus on the comparison of computa-
tional complexity by the edge side model and the cloud side
model. Hence, we estimate the computational parameters for
processing each frame image. The computation amount per
frame image is calculated as follows:

P = Ed + (transmitted data/all data) ∗ (Ec + Cd), (1)

where P represents the amount of calculation parameters for
one frame image of processing. Ed and Ec indicate respec-
tively the number of parameters in the edge side detection
and compression model, and Cd stands for the number of
parameters in the cloud side detection model. The number
of parameters for each detection and compression model is
detailed in Table 2. The relationship between the number
of calculation parameters required for processing per frame
image and detection accuracy is shown in Fig. 8.

Fig. 5. Detection differences between edge and cloud models for the MOT17
dataset. (left: edge side model, right: cloud side model)

Fig. 6. The trade-off between bitrate (bpp) and mAP of proposed method
(changing in threshold x) and previous method. [7]

Fig. 7. The trade-off between bitrate (bpp) and mAP of proposed method
(changing in threshold x) and the case all data is sent to the cloud side by
using feature compression.

C. Discussion

From the results, the proposed method improves the trade-
off between bitrate of transmitted data and object detection
accuracy significantly compared to existing previous methods.
This shows the advantage of compression with intermediate
features over methods that use the output of edge models.
Furthermore, by focusing on the detected bounding box from
the edge side output, the proposed method discriminates
between easy and difficult cases in detecting multiple objects.
This leads to the reduction of the transmission amount to the
cloud side. In addition, compared to sending all the data to
the cloud side, the edge side model is very light processing,
and the cost of computation can be controlled by changing the
threshold value according to the required use cases.
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Fig. 8. The relationship between the number of calculation parameters
required for each image and detection accuracy.

V. CONCLUSION

We propose the edge-cloud collaborative method for multi-
ple object detection in videos. We combine offload controller
focusing on bounding boxes and feature compression to reduce
and control the amount of transmission to the cloud side.
Our proposed method improves the trade-off between the
transmission amount and detection accuracy in comparison
with the previous method. It is also effective compared to
sending all data to the cloud side especially at low bit rates.
Hence, the proposed method is expected to be applied to object
detection in cases where network bandwidth is limited. Given
the limitations of the current study in terms of the efficiency
of the trade-off at high bitrates, future research will focus
on networks and offload control mechanisms that can achieve
high efficiency at any bitrate bandwidth.
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