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1. Introduction

Object recognition can be performed by many cloud vision API
services using deep learning. In this case, images are provided to
cloud on the Internet. On the other hand, object recognition at an
edge becomes possible due to the evolution of calculation power.
In general, recognition accuracy achieved at the edge is less than
one at cloud. In this paper, we investigate system-level solution
for object recognition by combining edge and cloud network.

2. Related Work

Leveraging hybrid computation resources between edge and
cloud have been proposed [1][2]. Compression of feature map
which should be transferred from edge to cloud has been proposed
[3][4]. However, object recognition at the edge is not considered.
In other words, there are not exit points at the edge

3. Framework

In the ideal situation, edge network architecture which provides
reasonable performance should be a front part of deeper cloud
network architecture which achieves sufficient recognition
accuracy. Possible typical network is YOLOv2 and modified
YOLOVv3 for the edge and cloud.
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Fig. 1 Example of edge and cloud network combination

4. Edge Operation

For the preliminary performance estimation, how to set and
control exit-points at the edge network is investigated. The main
branch we use DarkNet19 which is the backbone of the YOLOv2
network. We temporarily set the exit point at the end of 13%
convolution layer. In the task of detection, we introduce the class-
specific confidence score as a measure of how confident the result
we get at exit point. How calculate the confidence score for the
branch as shown below.

* 10U = Pr(class;) * IOU}

pre

Pr(class;|object) * Pr(object)

5. Investigation

We train and test the network on PASCAL VOC dataset and the
platform is NIVIDIA GeForceRTX2070+AMD 3600. Train epoch
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is 160. As Fig.2 shows, accuracy will smoothly descend with
confidence score until score about 0.5 and then the accuracy will
drop fast.
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Fig.2 Accuracy of DarkNet19 for varying confidence threshold
When testing on the exit point, we find the detection result is
not good enough for practice. Generally, receptive field will
influence performance of tasks and larger receptive field will
benefit to performance of tasks. Based on Fig.3, we conclude that
setting the exit point in the Darknet need larger receptive field and
proper size of anchor.
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Fig. 3 Receptive filed growth in DarkNet19

6. Conclusion

In this paper, we investigated the performance of edge. We
experience on how confidence score influences the accuracy of the
main branch result. And find reasons and possible methods for the
exit point.
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