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Abstract—Video prediction to foresee future events is an 
extremely difficult job since it involves spatial feature extraction 
and temporal sequential analysis. We identified that the 
semantic information is actually crucial to prediction, and 
proposed using “pseudo ground truth” segmentation masks 
which are generated automatically in real time and add them to 
the input layers as extra information to predict future frames. 
Experiments conducted on our self-defined network 
demonstrated drastically higher quality predictions are 
achieved when compared with other state-of-the-art direct video 
prediction models.  
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I. INTRODUCTION 

Video prediction tries to predict future events from given 
sequential past frames, while it is notably difficult since it 
requires both spatial analysis on extracting meaningful 
semantic information, such as pedestrians on a crossing road; 
and temporal analysis on that semantic information, such as if 
pedestrians will cross the road. In this paper we show the 
prediction quality can be greatly improved by adding an extra 
mask of “pseudo ground truth segmentation”, in short, the 
“mask” as an additional input channel. The masks are pseudo 
in that they are automatically generated in real time by 
YOLACT [1] instead of human labeled ground truth. The 
extra masks can be predicted as well, which extends the 
possibility of other video prediction applications in real time 
for consumer electronics.  

Two models are used for comparison purpose. Our direct 
video prediction model [2] is used as the baseline model. On 
top of that baseline model, we form the augmented model by 
adding the mask channels. Results are compared using PSNR, 
SSIM, and VGG cosine similarities. We also include 
qualitative result to mitigate defects from those evaluation 
metrics. 

Experimental results show that i) Prediction quality is 
greatly improved, ii) Predicted masks are more accurate than 
using YOLACT on the predicted frames. In the rest of this 
paper, we describe our method in section 2, experiment and 
results in section 3, and conclusion in section 4. 

II. PROPOSED METHOD

The baseline model combines U-net [3] for special 
analysis and convolutional LSTM [4] as residual connection 
in each scale for temporal analysis, while the augmented 
model has extra input and output mask prediction channels. 
Details of the model will be introduced in [2].  

With the extra mask predictions, we designed a new 
activation function (biased relu) to replace the previous 
sigmoid to show its superiority; we also defined a new loss 
function to include the mask prediction loss. 

Mask Output Activation 
Two different activation functions are used on the output 

layer: sigmoid and our self-defined biased relu function as 
follows: 
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Loss Functions 
We combine L1 smooth loss and Binary Cross Entropy 

loss for predicted frames: y and predicted segmentation mask: 
n, respectively, as our final loss. We show our loss function 
for frame step t as follow: 

loss ൌ Lͳሺݕ௧ ǡ ௧ሻݔ  ሺ݊௧ǡܧܥܤ ݉௧ሻ  (2) 

Where x and m denote ground truth for predicted frames 
and pseudo ground truth segmentation mask respectively. 

III. EXPERIMENT

A. Dataset
We use the KTH dataset [5] for training, and we resize the

videos from 160×120 to 128×128. To avoid significant frame 
overlap, each one frame out of two frames is extracted. For 
pseudo ground truth segmentation mask, we use the real time 
segmentation model: YOLACT. Dataset are split as: 80% for 
training, 20% for validation and testing. All results shown use 
test sets. 

B. Evaluation metrics
For quantitative evaluation, we use traditional evaluation

metrics, PSNR and SSIM to evaluate the resulting predicted 
frames. However, recent researches [6, 7, 8] have pointed out 
that per pixel loss functions do not reflect human’s perceptual 
judgement as precise as neuron-network based evaluation 
metrics, suggesting that we include VGG cosine similarity 
index as well. In addition to quantitative evaluation, 
qualitative results are also shown (Figure 2.) 

We compare our results obtained from baseline model to 
other state-of-the-art direct video prediction models using 
different techniques such as generative adversarial networks 
(GANs) [9], variational auto encoder (VAE) [10], and 
network uses both GANs and VAE [6]. 

C. Result
During training, the input and predict are both a sequence

of 5 frames. While testing, the input sequence is still of 5 
frames, but predict sequence is extended to 15 frames. 

Figure 1 shows quantitative results for predicted frames 
between (1) training without any segmentation mask and (2) 
training using pseudo ground truth segmentation mask. In 
figure 1, we can see that our baseline model performs much 
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better in all three evaluation metrics while associate with 
pseudo ground truth. Moreover, our baseline model, no 
matter associate with pseudo ground truth or not, outperforms 
other state-of-the-art direct video prediction method in VGG 
cosine similarity.  

Figure 2 shows the qualitative results for predicted frames 
by our baseline model for both use pseudo ground truth as 
extra information and direct video prediction.  

Figure 3 shows predicted frames and their predicted 
masks produced by our baseline model. In figure 3, results 
done by per-frame segmentation model fails to separate 
shadow and human in some cases, but the segmentation mask 
produced by our model avoid this problem since it considers 
temporal features while predicting. 

 In figure 1, 2, and 3 “biased relu” denotes video 
prediction with mask and use biased relu as activation 
function; “sigmoid” denotes video prediction with mask and 
use sigmoid as activation function. 

In our experiment, we discover by comparing results from 
models trained with mask for around 600,000 iterations and 
model trained without mask around 1,200,000 iterations (16 
videos per iteration), that the model trained with mask 
achieves higher quality results. Which implies that by using 
mask, we can obtain higher quality results in half amount of 
time. 

  
Fig. 1. Quantitative Results for predicted frames, we show the average 
evaluation result of our model that gives the best VGG cosine similarity 

evaluation index. 

 

Fig. 2. Qualitative Results for Predicted Frames. From top to bottom, each 
row shows Ground truth, biased relu model, sigmoid model, ours direct video 
prediction. The first five frames (t=0 to t=7) in the ground truth row are input 
frames. 

 

Fig. 3. Predicted frame and segmentation mask result and comparison. First 
row shows pseudo ground truth labelled by YOLACT and the first five (t=0 
to t=7) frames are the input, second row show predicted frames by our direct 
video prediction model, third row shows predicted frame and mask, forth 
row shows YOLACT mask on predicted frame produced by our “biased relu” 
model, and the fifth and sixth row show result in same protocal as second 
and third row but using our “sigomid” model. 

IV. ńONCLUTION 

In this paper, we showed the importance of introducing 
semantic information in the form of masks to video prediction 
problems in that the quality of video prediction is improved 
significantly. We also showed that pseudo ground truth 
generated by AI can achieve quite good results without 
human’s ground truth labelling, this makes possible the video 
prediction process be in real time and more practical for 
consumer electronic products. Last but not the least, our 
method can also predict the masks as semantic information 
accurately which is useful to help foresee future events in a 
better way. 
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