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Abstract: Person Re-IDentification (ReID) aims to retrieve the images of a person recorded by different surveillance cameras, 

has been playing a significant role in Intelligent security. However, when it comes to real-time field, ReID still meet difficulties 

in latency and accuracy. In this paper we proposed a two-side network that meets the demand of ReID request in both off-time 

and real-time. For edge-side, we propose to set the front-end network to MobileNet and the back-end algorithm to SSD for target 

detection and then compare with other lightweight networks. For the Cloud-side, we chose the DG-NET as a data augmentation 

network for ReID tasks. By switching the appearance or structure codes, the generative module can generate high-quality cross-

id composed images to let the ReID learning better leverage the generated data.  

 

1. Introduction 

Person Re-IDentification (ReID) aims to retrieve the 

images of a person recorded by different surveillance 

cameras. Most recent ReID models are based on deep CNNs. 

Although classification backbones can be used for retrieval 

as the inputs of both tasks are images, there are still some 

differences between the ReID task and the classification task. 

For example, the inputs are all person images which meet 

those difficulties such as visual angle and post change, 

illumination changes, objects cover, etc. On the other hand, 

edge computing allows more computing tasks to take place 

on the decentralized nodes at the edge of networks. Today 

many delay sensitive, mission-critical applications can 

leverage edge devices to reduce the time delay or even to 

enable real-time, online decision making thanks to their 

onsite presence. 

 As a following research to meet the demand of both 

cloud-side and edge-side ReID task, we propose a two-side 

network for Person Detection and Person Re-identification  

2. Approach 

2.1 Cloud-side 

With recent progress in the generative adversarial 

networks (GANs), generative models have become 

appealing choices to improve ReID network for free. the 

re-id method combined with GAN learns 

complementary features from both original images and 

pose-normalized synthetic images, which can make 

huge data augmentation to overcome the difficulties in 

posture differences. 

In light of the above observation, DG-NET come as a 

new network for ReID tasks, which can generate high- 

quality cross-id composed images, and online fed back 

to the appearance encoder and used to improve the 

discriminative module. The framework renders 

significant improvement over the baseline without using 

generated data, leading to the state of-the-art 

performance on several benchmark datasets.  

DG-NET introduce a generative module, of which 

encoders decompose each pedestrian image into two 

latent spaces: an appearance space that mostly encodes 

appearance and other identity related semantics; and a 

structure space that encloses geometry and position 

related structural information as well as other additional 

variations. The appearance space encoder is also shared 

with the discriminative module, serving as a ReID 

learning backbone. 

  Table 1: Description of the information encoded in the 

latent appearance and structure spaces 

 

Figure 1: swap learned code between every two images 

2.2 Edge-side 

The MobileNet model is based on depthwise 

separable convolutions which is a form of factorized 

convolutions which factorize a standard convolution 

into a depthwise convolution and a 1×1 convolution 

called a pointwise convolution. 

Appearance Space Structure Space 

Clothing/shoes color, 

Texture and style 

Other id-related cues, etc. 

Body size, hair, carrying, 

Pose, background, 

Position, viewpoint, etc. 
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The output feature map for standard convolution 

assuming stride one and padding is computed as: 

   𝐺𝑘,𝑙,𝑛 = ∑ 𝐾𝑖,𝑗,𝑚,𝑛 ∙ 𝐹𝑘+𝑖−1,𝑙+𝑗−1,𝑚𝑖,𝑗,𝑚        (1) 

Standard convolutions have the computational cost of: 

DK ·DK ·M ·N ·DF ·DF                (2) 

The combination of depthwise convolution and 1 × 1 

(pointwise) convolution is called depthwise separable 

convolution which was originally introduced in 

D e p t h w i s e  s e p a r a b l e  c o n v o l u t i o n s  c o s t : 

 DK·DK·M·DF·DF+M·N·DF·DF             (3) 

which is the sum of the depthwise and 1×1 pointwise 

convolution. By expressing convolution as a two steps 

process of filtering and combining we get a reduction in 

computation of: 

        
𝐷𝐾∙𝐷𝐾∙𝑀∙𝐷𝐹∙𝐷𝐹+𝑀∙𝑁∙𝐷𝐹∙𝐷𝐹

𝐷𝐾∙𝐷𝐾∙𝑀∙𝑁∙𝐷𝐹∙𝐷𝐹
=

1

𝑁
+

1

𝐷𝐾
2        (4) 

 

3. Experiments 

3.1 Datasets 

In the cloud-side experiments, we use Market-1501, 

The Market-1501 dataset is a dataset for person re-

identification, In the edge-side experiments, we use the 

dataset named PASCAL VOC2007 

3.2 Cloud-side experiment 

 Two experiments are performed in this project. The 

first one is to test the generating performance of DG-

Net, the generated result is showed as below.  

 

Figure 2: success and failed results generated by DG-

Net 

The second one is to make ReID experiment and 

compare the result between Res50 and DG-Net. 

Table 2: Comparison between Res50, Dense121, 

and DG-Net 

Methods Rank@1 mAP 

[ResNet-50] 88.84% 74.02% 

[DG-Net] 94.10% 85.60% 

 

3.3 Edge-side experiment 

In the experiment, there are two main scene: inside 
and outside. And inside scene is mainly detecting people 

and indoor objects like tableware and furniture, outside 

scene is aiming at vehicle, people and animal.  

 
Figure 3: Indoor scene and outdoor scene 

 

 
Figure 4: P-R Chart 

4. Conclusion 

As a two-side network, on the cloud-side, DG-NET 

does have significant performance in ReID tasks. 

According the result of generated images by DG-NET, it 

shows that DG-NET still has room to improve its 

performance. 

MobileNet performance well in detecting both simple 

and complex scene. So it can be applied in some real tasks 

on edge devices. But the performance of SSD on small 

objects is very bad. We will try to find method dealing with 

the small object detection.  
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