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Abstract: In this paper, we introduced a speaker recognition system based on the deep learning. The system
can be used to recognize 2 speakers regardless the content. By doing the one-dimension convolution on
audio waveform, the system extracts feature from wav file. The accuracy reached about 60.6% with recall
at 78.3%. The result shows that the system still needs to be optimized.

1. Introduction

With the development of smart equipment, the recognition
system also needs to be built to meet the requirement of
equipment. Nowadays, artificial intelligent has been used
in many recognition systems, especially for the neural
network technology. For example, CNN (convolutional
neural network) technology was widely used in face
recognition for smart phone. The speaker recognition
system will also be an important part in the future smart
systems.

It was a difficult task to deploy neural network in the past.
However, the development of hardware and programming
tools make it possible to deploy pre-trained neural
networks on various of equipment. In this paper, we tried
to make a speaker recognition system based on neural
network.

2. Past Works

In the past works, voiceprint recognition technology was
used in the recognition of speaker. However, it was a
content-related system, i.e. speaker need to say certain
content to pass the test.

In a research in 2013, neural network was used for speech
recognition. [1] This suggests that, neural network can be
used in recognition of vocal sounds. So, we made a series
research in 2018 to verify if it is possible to recognize
speakers with MFCC features. [2] The results illustrated
that, CNN and RNN (recurrent neural network) both
worked well in classification of 2-speaker-recognition
task.

In 2016, DeepMind released a voice generation model
called WaveNet, which generate human voice based on
one dimension convolution. [3] This suggests that, 1-D

convolution maybe a good choice to extract features from
waveform of human voice.

3. Purpose

As a following up research of the research in 2018, we
require the system in this research to recognize the mix of
voice of 2 speakers. The system should give out a timed
label for a waveform file.

4. Method

In this research, we used 4153 wave samples of 2 speakers
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Figure 1 One Sample and Ground Truth of Waveform
(about 2000 samples for each speaker) to make training
and evaluating samples. 3153 voice samples (about 1500
for each speaker) were used to make 5000 training sample
by random mixing. The rest voice samples were used to
made 1000 evaluating samples. The length of every
training/evaluating sample is 8 seconds. Every 0.5
seconds, the network gives out a sigmoid label. The
threshold for label is 0.7, which means for every window
of waveform, if the possibility of speaker A/B is speaking
is larger than 70%, it will be labeled with positive,
otherwise, is negative.
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The network was built with 1-D convolution layers and
fully connected layers. The residual block was also
introduced in network. In order to sketch the sight view of
convolutional kernel, dilated convolution was used in
convolutional parts.

5. Results

After the training of 500 epochs, the loss of network
remains stable. Evaluation result got an accuracy at 60.6%.
The recall of network was 78.3%. it turned out that, for the
mixing waveform part, the number of false positive results
was considerably large. This suggests that, for 1-D
convolution, it may be difficult to distinguish the
frequency features of sound.

6. Future Work

In the future work, we will try to use short-time Fourier
transform spectrogram to extract frequency features of
voice. We will also try to recognize voice of more
speakers.
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