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Abstract
Natural disaster is one of the most important research topics worldwide. In this paper, a data driven cyber-physical system is
introduced to detect landslides. This system is composed ofWi-Sun acceleration sensors, which can detect the acceleration of
the nearby environment in 3D domain, and the sensors are linked with the router (act as ’sink’ node) via Wi-Sun transmission
(i.e. IEEE802.15.4g). The details of the detection system are explained and the landslide detection mechanism with low
computational complexity is proposed. A traffic reduction method is proposed thereafter to help reduce the data needed for
transmission by exploring the intra-correlations of the sensor data. This method can save the energy consumption without
degrading the detection performance. Field test is conducted and the results show that the landslide can be detected and
amount of data to be transmitted can be reduced, which verifies the system’s effectiveness.
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1 Introduction

Disaster has become a hot research topic worldwide [1–3]
and has drawn attention from the government, academia,
industry, etc. The disaster leads to tremendous problems to
the world, and Japan is one of the countries most affected
by natural disasters, including earthquakes, tsunamis and
landslides. Hence, how to detect the unusual events or the
disaster has become an important and urgent research issue.
There are a lot of related research on disaster from various
aspects, such as the high-accuracy weather forecast, disaster
detection and emergency responses after disaster [4].
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Among these related research, wireless sensor network
(WSN) [5–8] is widely studied for disaster detection. WSN
can be regarded as part of the more advanced cyber-physical
systems [9], where cyber-physical system connects the
cyber world (information, intelligence and communication)
and physical world via sensors and actuators. WSNs are also
good options for detecting the unusual events in the scene
of interest (Note that the place to be monitored is denoted
as the scene of interest in this paper.) by analyzing the data
samples collected from the networked sensor nodes, where
the sensor nodes are deployed in the scene of interest.

Although WSNs have been widely studied in various
fields, the following issues still exist: ”wireless sensor node
is with limited battery life, hence the transmission capability
of the sensor node is limited and this leads to a bandwidth-
limited connection network. Meanwhile the battery life of
sensor node is limited.” Transmitting the tremendous data
samples generated by the sensors thus becomes a heavy burden
for the WSNs. Meanwhile, how to rely on the sensed data to
pre-detect the landslide (or detect the ’pre-landslide’, which
denotes the status that the landslide is about to happen) can
help reduce the negative influences of diasters greatly.

This paper studies the landslide detection system using
one cyber-physical system. A data-driven landslide detec-
tion mechanism is proposed, which can help detect the
happening of the landslide and save the energy consumption
by reducing the data transmitted to a great extent. Note that
the battery life consumption can not be obtained directly in
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the filed test but the energy consumption is directly corre-
lated with the amount of data broadcasted. In this paper, the
energy saving performance is measured by the percentage of
data that are not transmitted. Specifically, the change of the
monitored scene is firstly detected by the Wi-Sun acceler-
ation sensor; and the detected data samples are transmitted
to the router via Wi-Sun1 (IEEE802.15.4g)2 [10, 11] trans-
mission. The router acts as the ’sink’ node and the Wi-Sun
transmission (IEEE802.15.4g) [10, 11] supports multi-hop
transmission and is with low energy consumption. After
collecting the sampled sensor data, the router transmits the
sensor data to the cloud server via the public network; and
the sensor data is stored in the cloud. The control center can
access to the cloud in real-time and hence obtain the knowl-
edge of the monitored scene by studying the sensor data.

To evaluate this performance of the proposed cyber-
physical landslide detection system, a small scale field test
was conducted. The landslide detection testing system was
deployed in Railway Technical Research Institute (RTRI)
for the purpose of measuring transmission capability of
the Wi-Sun sensor module and detecting the landslide in a
simulating real-life situation. In this system, there is a slope,
placed with seven Wi-Sun acceleration sensors. During
the experiment, the landslide was simulated. The Wi-
Sun acceleration sensor is developed by National Institute
of Information and Communications Technology (NICT),
Japan, and each acceleration sensor detects the acceleration
in the x-direction, y-direction and z-direction (3D domain)
periodically. The sensors are connected with the router
using Wi-Sun (IEEE802.15.4g). The sensors send back the
data every fixed period of time. Then the control center can
learn the status of the slope from the collected sensor data.
The inherent problem is how to detect the landslide from
the sensor data (especially the ’pre-landslide’) and how to
reduce the energy consumption to extend the life time of the
system.

In this paper, the landslide detection mechanism with
low computational complexity is proposed by using the
weighted L1-norm. The mechanism can inform the con-
trol center the occurrence of landslide and ’pre-landslide’
based on two chosen notification parameters generated from
each group of the captured data, i.e. mean and local vari-
ance. We also study the collected sensor data samples and
calculate the correlations between the notification param-
eters in different directions (i.e. in x-direction, y-direction
and z-direction), using Pearson product-moment correla-
tion coefficient (PMCC), a standard way of calculating
the correlations between parameters. We find a near linear
intra-correlation inside these data. And then we propose a
scheme to reduce the redundant data traffic while maintaining

1http://www.wi-sun.org/
2http://www.ieee802.org/15/pub/TG4g.html

the detection ability3, and we name this the data-driven
traffic reduction scheme. The field test is conducted and
the performances of the landslide detection mechanism with
and without using the traffic reduction method are calcu-
lated. The contributions of this paper lie in the following
aspects:

1. A new landslide detection mechanism with low
computational complexity is proposed, which can help
notify the landslide and ’pre-landslide’.

2. The intra-correlations inside the sensor data samples are
studied and a data-driven traffic reduction mechanism
is proposed, which can help reduce the transmitted data
while maintaining the detection performance.

3. The real system is built; and the performances of the
proposed scheme are evaluated in terms of detection
performance and amount of data to be transmitted based
on the real world data.

The rest of this paper is organized as follows: Section 2
introduces the related research in the field of the WSNs and
traffic reduction. Section 3 introduces this cyber-physical
system and details of the field test. Section 4 introduces
the detection mechanism and traffic reduction scheme.
The detection performances are introduced in Section 5.
Section 6 concludes this paper and introduces the future
work.

2 Related work

This section introduces the related research in the field of
WSNs and sensor data reduction methods in literature. The
differences between the existing research and this paper are
explained at the end of this section.

2.1Wireless sensor networks

Cyber-physical system connects the cyber world (informa-
tion, intelligence and communication) and physical world
via sensors and actuators. WSN can be regarded as part of
the more advanced cyber-physical systems [9]. WSN [5–7,
12, 13] is a mature research topic, and WSNs are used in
many scenarios [14–17]. They are good options for detect-
ing the unusual events in the scene of interest by analyzing
the data samples collected from the networked sensor nodes,
where the sensor nodes are deployed in the scene of inter-
est and the network transmission used to connect them can
be ZigBee [16], Wi-Fi [17]. Local sensor data processing
or decision making is also feasible if the sensor nodes have

3Please note that the method could also be applied to other WSNs,
especially which uses the same sensor
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certain level computation capabilities, and this could help
reduce the network traffic.

The research of WSNs can be classified into two categories
according to their major focuses. The first category conducts
the research on how to build WSNs for specific purposes
[18–20]; and the second category studies the key theoretical
issues of the WSNs such as routing [13, 21–23], MAC
layer design [24, 25], and energy efficiency [26, 27]. Note
that the works in the second categories also have their
application scenarios and some researches jointly consider
the issues of the first and second categories. Regarding
works in the first category, the sensor system can be quite
different because of the different applied sensor nodes or
transmission methods, hence each sensor system usually
needs to be studied and optimized individually. The second
category mainly targets one or several technical issues of
theWSNs and solves the involved problems. The simulation
is usually used as the tool to evaluate the performances.
Specifically, [18] introduces the WSNs used for monitoring
the environment and tracking the disaster. [19] introduces
a cyber-physical system for girder hoisting monitoring
based on smart phones and elaborates how the system is
constructed. [20] proposes a framework of the monitoring
system for teenagers, using wearable sensors and mobile
phone for the acquisition of physical, behavioural and
emotional attitude of them. This system is validated by
secondary school students. [21] proposes visibility-graph-
based geographic protocols for the shortest path routing
in sensor networks with good performance. As a typical
work in the second category, [23] introduces a hole plastic
scheme, and this scheme can help relieve local minimum
problem faced by geographic routing.

2.2 Sensor data reduction

The tremendous data samples have become a serious prob-
lem for WSNs, which are limited in terms of battery life
and bandwidth, hence how to reduce the traffic becomes
a critical issue. Usually the sensor states include trans-
mitting, receiving, listening and sleeping. Different state
means different energy consumption, and energy consump-
tion during data transmission is the highest. Meanwhile,
the sensors used in the proposed disaster detection system
(and many other systems) have fixed frequency of detection,
transmission, etc. Hence by sending less data, the needed
transmitting time can be shortened and the energy con-
sumption can be reduced. The network transmission can
also benefit from the less data transmission requirements.
This issue is studied from different aspects [28–32]. The
popular applied methods include the in-network processing
and unnecessary data samples filtering. In-network process-
ing is a kind of edge computing, and the data is processed
at the node before forwarding to the next hop. Filtering out

the unnecessary data samples before forwarding also saves
the network bandwidth. These works involve drawbacks that
the control center is not able to decide whether the system
is working or not, since it may not receive information even
when it is working. Moreover, different WSNs may utilize
different types of sensors and transmission technologies,
which may make the existing reduction method proposed in
one scenario be unapplicable in another.

Unlike these works, the present paper investigates the
intra-correlation of the generated acceleration data of the
sensors in the x-direction, y-direction and z-direction. Given
that the detection parameters used in this paper are highly
(almost linear) correlated, we propose a novel scheme
to reduce the redundant transmission without degrading
the detection performance. Moreover, we propose a new
detection mechanism with low computational complexity
to help detect the landslide in advance of occurrence (i.e.
‘pre-landslide’).

[32] studies the train traffic monitoring system, and
reduces the data traffic by investigating the correlation
between the sampled data. The present research is an exten-
sion of [32] by considering the landslide detection method
in a totally different scenario; and the objectives, detec-
tion mechanism are different from the previous paper.
Compared with [33], who also studies such system and
proposes a detection method for the landslide detection, a
novel traffic reduction method is proposed in the present
paper. A low computational complexity detection mecha-
nism considering the reduced traffic is also proposed. These
distinguish this paper from the researches in literature.

3 System overview

This section introduces the landslide detection system, Wi-
Sun acceleration sensors and shows the small scale field
test.

3.1 System overview

The framework of the landslide detection cyber-physical
system is shown in Fig. 1. The scene of interest is
monitored by Wi-Sun acceleration sensors, which detect the
acceleration of the nearby environment in the x-direction,
y-direction and z-direction every fixed period of time. One
typical Wi-Sun acceleration sensor in the market is shown
in Fig. 2. Wi-Sun (IEEE802.15.4g) transmission is used
to connect the Wi-Sun acceleration sensors and the sensor
data is forwarded to the router. The router acts as the sink
node and is connected to the cloud via the public network.
The sensor data samples are stored in the cloud server.
The control center or operation center can access the data
samples stored in the cloud and hence obtain the knowledge
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Fig. 1 Framework of the
cyber-physical system for
landslide monitoring

of the status of the monitored scene. Then the decision of
whether there is a landslide happening or not is made by
the control center according to the pre-designed detection
mechanism.

The adopted Wi-Sun transmission (IEEE802.15.4g)
supports multi-hop transmission and is with low energy
consumption. IEEE802.15.4g is to create a Physical
layer (PHY) amendment to 802.15.4 with the goal to
provide a global standard that facilitates very large scale
process control applications. This amendment defines
an Orthogonal Frequency Division Multiplexing (OFDM)
PHY operating in the license-exempt bands below 1 GHz,
e.g., 902-928 MHz (USA), and enhancements to the
IEEE 802.11 MAC to support this PHY, and provides
mechanisms that enable coexistence with other systems in
the bands including IEEE 802.15.4 and IEEE P802.15.4g.
These applications could be smart-grid network capable
of supporting large, geographically diverse networks with
minimal infrastructure, with potentially millions of fixed
endpoint. This Wi-Sun transmission uses the 920MHz ISM
band in Japan, 915-928 MHz in Brazil and 902-928 MHz in
US and many other regions.

Fig. 2 Illustration of the Wi-Sun acceleration sensor, which can detect
the acceleration values in the x-direction, y-direction and z-direction.
The sensor also has the transmission module to broadcast the sensed
data

3.2 Field test

To verify the performance of the proposed detection system,
a field test is conducted and the framework is shown in
Fig. 3 [33, 34]. This test system uses the framework as
shown in Fig. 1. There is a slope in this real field test
system, placed with seven sensors. Each sensor is marked
with an ID number as shown in Fig. 3. The sampling
period of the acceleration sensor is 0.05 second. Each sensor
broadcasts 18 consecutive samples to the router every 2
minutes. The sensor does not broadcast all the data samples
to save the critical battery life. Sensors are connected to the
router using Wi-Sun transmission. The router connects the
remote cloud via the public network as illustrated in Fig. 1.
The control center can access to the cloud and hence
monitor the scene as in reality by looking at the data in
the cloud. The data samples record the detected acceleration
values in the x-direction, y-direction and z-direction. Each
data is with one time stamp. The data samples can be
represented by (xt , yt , zt , t), where xt , yt and zt represent
the acceleration values in the x-direction, y-direction and
z-direction, respectively. t is the instance number. The
sensors are not synchronized, which means each sensor
has its independent broadcasting time. The landslide trail
experiments are conducted and last for 272 minutes.

To simulate landslide caused by water level rising, water
is poured from the bottom of the slope (or the embankment)
until the water level reaches half of the slope, then the
rainfall with the speed of 10mm/h is simulated. Note that
this experiment is conducted on a small scale, but our
proposed scheme also works for other sizes or scales, since
hierarchical structure is used [35] as the wireless sensor
network structure. There are also many other popular ways
solving the scalability issue in literature can be used, hence
the proposed scheme also works for large scale cases.
Figure 4 shows the image of the monitored scene. The photo
was taken every five minutes. This is the first photo of the
landslide and we cannot find ”landslide” in the previous
photo.
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Fig. 3 Illustration of the sensor
deployment in the field test
system

The raw sensor data stored in the cloud is shown in
Fig. 5, in which the data is captured by sensor 6 (6 is
the ID of the corresponding sensor). The x-axis denotes
the time instances (unit is second); and y-axis is the
acceleration value. The unit of the acceleration is mg, which
is G/1000 and G is the standard gravitational acceleration.
The experiment is conducted from 11:57:00.00am, and we
mark this time as t=0, where t denotes the time index in
the figures. It can be observed from the sensor data that
the acceleration is non-zero when everything is normal, i.e.
each sensor has its own original point, and (0,0,0) is not set
to be their original position, (0,0,0) means the acceleration
value in x-direction, y-direction and z-direction are 0,0,0,
respectively. The x-direction, y-direction and z-direction of
each sensor is decided by the sensor’s detection component.
The acceleration value of every sensor keeps almost the
same when there is no landslide (unusual) happening; but
the captured acceleration value becomes larger when the
landslide occurs. Note that there is no difference in the
marker color in Fig. 5(a).

The collected data are then corrected to make sure that
when there is no unusual event, (0,0,0) is the sensor acceler-
ation value. We name this process ’correction’. Meanwhile,

Fig. 4 Photo illustration of the happening of the landslide in the
experiment

the collected data is noisy, which is unavoidable due to the
characteristics of the sensors. However, from the data shown
in Fig. 5, we can observe that the noises are bounded. Then
a threshold-based de-noising scheme can be used to help
remove these noises. The general idea of this threshold-
based de-noising scheme is: firstly, threshold is set in x-
direction, y-direction and z-direction, respectively, denoted
as δx , δy and δz. Note that the major focus of this paper is
how to reduce the data traffic while maintain the disaster
detection performance, we directly use the proper thresh-
old for the detection. The improper threshold selection can
degrade the system performance and the threshold should
be adjusted according to the conditions of the scene. Usu-
ally when the acceleration is larger than the upper bound
of the noise (which can be observed from the captured sen-
sor data), we can claim there is unusual happening, and the
acceleration is within some range when everything is nor-
mal. We can then calculate bound of the mean and local
variance during the normal cases and then set some thresh-
old value for the system. As more data is collected, the
threshold value can be further modified to make the system
work better. Then if the absolute value of the data sample in
the corresponding direction does not exceed the pre-defined
threshold of the corresponding direction, we claim every-
thing is normal and the data samples should be 0, if the data
samples are not. In other words, if abs(xt ) < δx , xt = 0,
where t is the time index. x can be substituted by y and
z to conduct the de-noising in y-direction and z-direction,
respectively.

The sensor data after the correction and de-noising are
shown in Fig. 6. From this figure, we can notice the scene
is normal from the very beginning, but the acceleration
value becomes significantly larger when the time index is
10920 (i.e. x-axis value t=10920). The large acceleration
indicates the happening of the landslide and confirms the
effectiveness of the proposed scheme. Note that some sensor
node does not move or has very small acceleration value,
which is smaller than the selected threshold after generating
the significantly large acceleration value for a duration of
time. The possible reason is that the acceleration sensors
become statable again after the landslide or even during the
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Fig. 5 Illustration of the collected raw data generated by the sensor with ID=6 during the field test. The x-axis is the time in second, where the
x = 0 stands for 11:00:00am

landslide. The duration of the process between the start of
the landslide and stabilization of the sensor nodes is usually
larger than the period between two consecutive broadcast
transmissions (2 minutes in this experiment), therefore
the control center can obtain enough data to capture the
happening of the landslide if the network transmission does
not fail. Similar to Fig. 5a, there is no difference in the
marker color in Fig. 6a. Next we introduce how we perform
the landslide detection and reduce the sensor data traffic by
exploring the intra-correlations inside the data samples.

Figure 7 illustrates the sensor data during the landslide
happening period. We can notice that the acceleration is
larger than normal but not significant for a period of time
before the disaster happens. Since the acceleration value is
not significantly large, we can not call this disaster but this
is different from the normal cases. We name this period
to be pre-landslide period. This period is quite important
since this may lead to the disaster, and we should pay much
attention to the scene’s changes during this period.

4 Landslide detection and traffic reduction

This section introduces the detection method and the traffic
reduction mechanism by exploring the correlation inside the
data samples.

4.1 Unusual notification parameters

The captured acceleration value of sensor nodes is normally
bounded. We call the event that leads to significantly
different acceleration values from the normally generated
acceleration data ’unusual’ event, which is the landslide in
this landslide detection system. N consecutive data samples
are broadcasted by each sensor every couple of minutes
(in the experiment, each sensor broadcasts 18 data samples
every two minutes). During transmission window i, the data
samples transmitted by sensor node j are represented by
d1
i,j,x, ...d

N
i,j,x . Here x means the data samples are the data

in the x-direction. It can be replaced by y and z, so that the
data samples in y and z direction can be denoted as well.
Mean and standard deviation are usually used as the unusual
notification parameters instead of using the raw data to
perform the unusual detection. This is to avoid the false
alarm caused by the transmission or sensing error, which
can lead to high acceleration value at some time instances.
Given the sensor node is very sensitive. By looking at less
data, better understanding of what is happening can be
known since the landslide may affect only a portion of all
the data samples captured. Hence this system uses the mean
and local variance as the unusual notification parameters,
which can help omit the negative influence of the data noise
and keep the high detection sensitivity.
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Fig. 6 Illustration of the data distribution of sensor with ID=6 after the correction and de-noising during the experiment. The x-axis is the time in
second, where the x = 0 stands for 11:00:00am
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Fig. 7 Illustration of the data distribution of sensor with ID=6 during the landslide happening. The data shown is after the correction and de-noising
during the experiment

mean mi,j,x of these N samples can be calculated as:

mi,j,x =
∑k=N

k=1 dk
i,j,x

N
(1)

and local variance vi,j,x can be calculated as follows:

vi,j,x =

√
√
√
√
√

k=N∑

k=1

r=min(N,k+γ )∑

r=max(1,k−γ )

|dr
i,j,x − dk

i,j,x |2
Nnr

(2)

Here, γ defines how many data samples are considered in
the calculation of the local variance, and in the experiment
we set γ = 2. nr is related with r and it defines how many
adjacent data samples are considered in the calculation.
The number of samples within the range [max(1, k −
γ ), min(N, k+γ )] are the value of nr , where k is the index.
The maximum value of nr is 2γ + 1.

These two equations are defined for the data samples in
the x-direction, the y-direction and z-direction notification
parameters mi,j,z, vi,j,y and mi,j,z, vi,j,z can be calculated
similarly by replacing the x-direction acceleration value
using the corresponding value in the y-direction and z-
direction, repetitively. Note that the sampled data faces the
risk of transmission failure for different reasons. The control
center hence may not have all the N data samples. In this
case, the control center uses what is delivered to the cloud
to calculate the unusual notification parameters instead.

4.2 Graph-based landslide detection

Based on the calculated unusual notification parameters,
the control center decides whether there is a landslide
happening or not. The detection rules are defined as follows:

– If the collected sensor data in any direction satisfies the
prerequisite that mean is larger than the pre-assigned
threshold δm, and local variance is smaller than δv , an
’unusual’ or ’landslide’ is claimed to be happening.

– If the detected acceleration value after the correction
and de-nosing is non-zero, but the ’unusual’ is not
claimed to be happening, we claim this is the ’pre-
landslide’.

– Otherwise, control center keeps monitoring the scene of
interest.

δm and δv are two predefined parameter for each sensor
deployed and can be obtained by learning the history data.
The threshold-based landslide detection method is with
low computational complexity and straightforward, and
the control center can then understand what is happening
exactly in each monitored area as shown in Section 5.
However, some false alarms may happen, e.g. some sensors
may be triggered when an animal walks into the field
or when other non-disaster event happens. Even so, these
events tend to only affect one single sensor. To avoid this
kind of false alarm4, we propose a graph-based landslide
management mechanism, which can help the control
center make more proper decisions. In this management
mechanism, a graph is constructed as follows: each sensor
is a node in the graph, the sensor node near the train track
(or other important facilities) is set with priority 2 and other
nodes are with priority 1. If two sensor nodes are adjacent
geographically, an edge is added to the graph connecting
the two nodes. The edge weight is set to be 0 initially. If
the vertices of an edge triggers the alarm, the weight of this
edge becomes the sum of both vertices. Then we can notice
this detection mechanism actually calculates the weighted
L1-norm, and the mechanism works as follows:

– If priority 2 sensor triggers an alarm, the control center
is suggested to take immediate actions.

– If priority 1 sensor triggers an alarm, and the sum
of the edge weight is larger than a threshold δ′ for a

4Note that other type of sensors such as video cameras [36] could be
used to help reduce the false alarm, this is left as the future work.
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period of time T ′, the control center is suggested to take
immediate actions.

– Otherwise, control center will wait and pay attention to
what will happen next.

δ′ and T ′ are two constant parameters and assigned by
the control center. The principles behind this management
mechanism are: when a sensor triggers an alarm, the alarm
can be caused by a real landslide, or by passing animals, etc.
If the sensor is near the train track or other important facility,
we do not want to take any risk and immediate actions
will be taken. Hence we mention train track is because this
system will be used in the areas near train track. Actually,
if the sensor is triggered by an animal, this should also
be informed to the control center, since the animal may
enter the train track and damage the traffic. If the sensors
are not near the train track or other important facility, the
landslide decision won’t be made immediately, and the
control center will check what will happen next since the
wrong judgement at this time won’t directly damage the
railway. Note that if the sensors are triggered by animals
passing by, the number of sensors triggered won’t be many,
and the false alarm of a specific sensor won’t last for a long
period of time (for example, 2 minutes). Hence, the sum of
the weight and the duration time are counted. If both values
exceed the preassigned threshold value, immediate actions
will be taken; otherwise, the control center will wait and pay
attention to what will happen next. Meanwhile, by knowing
how many nodes have triggered the alarm, the control
center can have better understanding of the situation in the
monitored scene. Since each sensor transmits consecutive
data samples every fixed period of time (2 minutes in the
field test), T ′ is assigned to be this period plus the time of
the delivered consecutive data samples’ duration.

4.3 Intra-correlation calculation

The traffic reduction method proposed in this paper relies
on the intra-correlations and now we study the intra-
correlations between the collected sensor data. PMCC is the
standard way of calculating the intra-correlations with the
output of a PMCC coefficient. PMCC coefficient 1 and -1
means linear correlation; and coefficient 0 means there is no
correlation. PMCC is calculated as follows:

ρX,Y = E[(X − mX)(Y − mY )]
λXλY

(3)

In this equation, X and Y are the two to-be-tested data set.
E stands for the process of calculating the expectation or
the mean. mX is the mean of X and mY is the mean of Y .
λX and λY represent data set X and Y ’s standard deviation,
respectively.
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PMCC  vs Mean

mean (x,y) mean(x,z) mean(y,z)
Fig. 8 Illustration of intra-correlation coefficients. mean (i, j) denotes
the correlations between the mean of i-direction data and mean of the
same sensor’s j-direction data, where i,j can be X, Y or Z

We then test the intra-correlation inside the data samples
collected by the field-test. Intra-correlation is calculated
between the notification parameters of different directions.
Since the data are counted in terms of the mean and local
variance for the disaster detection, we show the PMCC of
the mean, and PMCC of local variance in Figs. 8 and 9,
respectively. For sensor 1, no intra-correlation is calculated
because all the sampled data collected is 0, i.e. no unusual
happens.

Figure 8 shows the intra-correlation coefficients of the
mean value in different directions. From the figure, we
can observe that the coefficient is close to 1, which
indicates that near linear correlation exists among the data
samples in different directions. In other words, x-direction
parameters (mean) and y (or z)-direction parameters are
highly correlated; y-direction parameters and z-direction
notification parameters are also highly correlated. The x-
direction, y-direction and z-direction data samples vary
almost at the same time in terms of the mean value.
Note that PMCC of different sensors may be different,
the reason could be the different location, heterogenous
nearby environment, and unsynchronized sensing directions
(i.e. the coordination system of different sensors may be
different).

0.9
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1.05
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PMCC vs local variance

local variance (x,y) local variance (x,z)
local variance (y,z)

Fig. 9 Illustration of intra-correlation coefficients. Local variance (i, j)
denotes the correlations between the local variance of i-direction data
and local variance of the same sensor’s j-direction data, where i, j can
be X, Y or Z.
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Figure 9 shows the intra-correlation coefficients of the
local variance in different directions. From the figure,
we can observe that the coefficient is also close to 1,
which indicates the almost linear correlation among the
data samples in different directions. In another word, x-
direction parameters (local variance) and y (or z)-direction
parameters are highly correlated, y-direction parameters
and z-direction notification parameters are also highly
correlated. The x-direction, y-direction and z-direction data
samples vary almost simultaneously in terms of the local
variance value. This is reasonable as the acceleration sensor
captures the vibration of the nearby environment in the 3D
domain, which results in the acceleration value changes in
x-direction, y-direction and z-direction at the same time.

Overall, the high correlation inside the data samples leads
to a possibility of reducing the data transmitted. How we
design the traffic reduction mechanism is introduced in the
following section.

4.4 Traffic reduction

From Section 4.3, we can observe that x-direction acceler-
ation, y-direction acceleration and z-direction acceleration
value changes significantly at the same time when the land-
slide happens, and this leads to the high correlations in terms
of the unusual detection parameters mean and local vari-
ance. This means it becomes possible to detect the landslide
using only one set of the values among the x-direction accel-
eration, y-direction acceleration and z-direction acceleration
values, i.e. the sensors can only send one set of the accel-
eration values to the control center instead of sending the
values of all the three directions over the bandwidth-limited
network. In other words, the network traffic can be reduced
without losing the detection performance5.

Given the high intra-correlation of the notification
parameters, we propose an algorithm for the traffic
reduction with the detection performance guarantee. The
general idea of this scheme is that if PMCC coefficient
of the u-direction parameters and w-direction parameters
(u, w could be x, y or z), is larger than τ , we can omit
the data sampling of one direction. τ is pre-defined by the
system and determines how much notification performance
can be sacrificed, and 0 ≤ τ ≤ 1. The larger the τ is,
the higher accuracy the system demands. We let ρmj,x ,mj,y

stand for the intra-correlation between sensor j ’s mean of
x-direction data and mean of y-direction data. Similarly, we

5Please note that sensors broadcast generated samples every two
minutes, which is insufficient in emergency cases. Whether it is
possible to use adaptive transmission rate, i.e. samples with adaptive
total number to be delivered, is left as the future work. The most
difficult part of the adaptive transmission frequency is the limitation of
the hardware.

can define ρvj,x ,vj,y
, which calculates the intra-correlation

of redlocal variance of x-direction data and y-direction
data. By calculating the intra-correlation of the notification
parameters in different directions, we can then transmit part
of all the data values only to the control center. The detailed
method is illustrated in Alg. 1, in which u, w, s can be
different sensing directions among the x, y, z direction.

Then we can calculate howmuch traffic could be reduced
according to the Alg. 1 without degrading the detection
performance. Note that this traffic reduction method is
designed in an ideal condition with all the sensor data
collected, including sensor data during the disaster. In
Section 5, we show this ideal traffic reduction quantitatively
and the corresponding detection performance. The cases
without the knowledge of all the sensor data are investigated
in the Section 5.3.

The data processing complexity is low and the decision
scheme is simple as shown in the manuscript, hence we
believe this can be done easily using the state-of-the-art
computation tools or cloud computing platforms.

5 Performance evaluation

This section shows the detection results along with the
detection performance using the data samples after the
traffic reduction.

5.1 Landslide detection from raw data

We first detect the occurrence of the landslide using
the raw data and the aforementioned landslide detection
mechanism: If the mean, and local variance of the collected
sensor data in any direction are larger than the pre-assigned
threshold δm, δl , an ’unusual’ or landslide is claimed to be
happening. The detection results are shown in Fig. 10, The
result indicator defines whether there is disaster happening.
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Fig. 10 Illustration of detection performance using the raw data
according to the pre-defined rules

For sensor i, +i means the detected result is ’there is a
disaster’ and −i means everything is normal. From the
results, we can observe that sensor functions well and the
control center can obtain the knowledge of the scene in
reality, which is also consistent with the occurrence of
landslide. Figure 4 shows the first image of the landslide and
we cannot find ”landslide” in the previous photos, where the
photo was taken every five minutes.

By comparing with Fig. 6, we notice that there is a period
before the claimed ’unusual’, but the collected data samples
are non-zero, and this is the ’pre-landslide’ as discussed.
The red circle points out this time period. We also mark
these in Fig. 11, in which we can trace the sequence of
the occurrence of the landslide in the time domain. The
number in red color denotes the sequence of the landslide’s
happening.

According to the designed management mechanism, the
control center will look at the scene immediately if the
sensor 1 is close to the track. Otherwise, it will keep quiet

Fig. 11 Illustration of sequence of the occurrence of the landslide
detected using the raw data according to the pre-defined rules

Table 1 Weight vs the ID

ID ID=1 ID=2 ID=3 ID=4 ID=5 ID=6

Sum of Weight 3 6 10 15 20 23

until the next trigger. The results of the weight are shown in
Table 1. This table shows the increase of the weight as the
sensor X detects the landside, i.e. ID = X means sensor X

detects the landslide, and the corresponding weight is shown
below. The weight is for the control center to make further
decisions.

5.2 Landslide detection with ideal traffic reduction

This section shows the detection results with the data
samples after the traffic reduction according to Alg. 1, and
the results are shown in Fig. 12, in which the τ is set to be
0.99. Note that only partially received data (after the data
reduction) is used in the disaster detection instead of all the
received data.

From the detection results, we can observe the traffic
reduction does not affect the detection performances at all.
The results are the same as what are shown in Fig. 10, but
the data traffic is reduced significantly. The data saved in
terms of percentage is shown in Fig. 13.

From Fig. 13, we can observe that the traffic can be reduced
greatly without affecting the detection performance. Note
that smaller τ may lead to larger possibility of reducing the
sensor data traffic. Since the disaster detection is a serious
issue, we take a relatively larger τ in the detection. However,
if the τ=0.95, we can observe from Fig. 13 that more traffic
can be reduced for sensor 3, 4, 5, 6 and 7. By considering
less unusual detection parameters, the traffic can be further
reduced, which may degrade the detection performance to
some extent.

time (s)

0 5000 10000 15000

r
e
s
u
lt
 i
n
d
ic
a
to
r

-8

-6

-4

-2

0

2

4

6

8
landslide detection results

ID=1

ID=2

ID=3

ID=4

ID=5

ID=6

ID=7

Fig. 12 Illustration of detection performance using the data samples
after the traffic reduction
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Fig. 13 Illustration of the traffic reduction in terms of data saving in
percentage

5.3 Landslide detection with reduced data

Section 5.2 shows the detection performance of the
landslide with ideal traffic reduction. In most scenarios, it is
hard to obtain the sensor data for calculating the correlation
in advance especially the sensor data during the disaster.
This section shows the detection performance with naive
selection of the sensed data in different direction and shows
the corresponding detection performance, this does not need
to obtain the sensor data in advance.

Table 2 shows the performance with all the possible
options of the traffic reduction. XYZ means the acceleration
values of the X-direction, Y-direction and Z-direction are
used in the detection, and X means only the acceleration
values of the X-direction are used in the detection. Other
notations are defined similarly. The values under XYZ stand
for the time when the disaster is detected when XYZ is
used. The data reduction may delay the disaster detection,
+t (unit is second) denotes the detection delay when only
the corresponding partial data is sent.

From Table 2, we can observe that by sending less
data, the disaster notification may be delayed. However,
if the sensor is not at an emergent position, this delay is
tolerable. Moreover, these time period is marked as the
’pre-landslide’ already, which helps release the negative

Table 2 Detection performance with different selected data

X Y Z XY XZ YZ XYZ

ID=1 NA NA NA NA NA NA NA

ID=2 +0 +0 +0 +0 +0 +0 14401.85

ID=3 +0 +120 +0 +0 +0 +0 13559.85

ID=4 +0 +240 +0 +0 +0 +0 12958.85

ID=5 +0 +120 +0 +0 +0 +0 12840.85

ID=6 +360 +0 +240 +0 +240 +0 10920.85

ID=7 +600 +0 +480 +480 +0 +0 10608.85

influence of the delay. The benefit is the battery life
extension given the amount of sensor data transmitted is
greatly reduced. Meanwhile, by sending combinations of
the data such as Y-direction and Z-direction, the same
detection performance can be obtained. These show the
effectiveness of the traffic reduction. And this is reasonable
because the acceleration sensor captures the vibration of
the nearby environment in the 3D domain, which causes
the acceleration values’ simultaneous change in x-direction,
y-direction and z-direction.

6 Conclusions

This paper introduces a real-time landslide monitoring sys-
tem using the Wi-Sun acceleration sensors. The landslide
can be noticed by the control center according to the
designed detection mechanism from the sensor data. By
investigating the intra-correlations inside the data samples
generated by each sensor, a data-driven traffic deduction
mechanism is proposed by exploring the sensor data’s intra-
correlations, which can reduce the data volume significantly
and guarantee the detection performance. A field test is con-
ducted and the detection performance shows the effective-
ness of the proposed system and traffic reduction method.

In the future, we plan to adopt this method in the large
scale landslide detection system and using compressive
sensing, etc. to further reduce the data transmission to save
energy consumption.
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