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1. INTRODUCTION 
 Today, prediction of weather or climate data plays an important 

role in disaster management. There are many influence factors to 
predict the weather or climate data accurately. Thus, the prediction 
model of weather data will be complex to get the result as accurate 
as possible and some factors is difficult to get exactly. In this paper, 
we focus on the prediction of sea level pressure for next day as 
accurate as possible with optimal features by applying Support 
Vector Regression (SVR).  

2. Proposed Approach             
 We applied the valid SVR to get the good prediction accuracy. 

The aim of 𝜀𝜀-SV regression is to find the linear function that has 
at most predefined deviation 𝜀𝜀  from the obtained target for all 
training data. That is, we neglect the error smaller than predefined 
threshold and any deviation higher than the threshold will be 
penalized [1], [2], [3]. 

In our study, we also find the optimal subsets of parameters of 
proposed approach by investigating combination of the penalty 
parameter C∈ (1, 2, … 5, 10, 20, ... 100)  and free parameter 𝛾𝛾 ∈ 
(0.01, 0.02, 0.03, … 0.1) using RBF kernel. The estimated optimal 
parameters for our prediction approach is C=1, 𝛾𝛾 = 0.03 and 
predefined error threshold 𝜀𝜀=0.01. 

3. MODEL EVALUATION AND EXPERIMENTAL              
RESULT              

 In this experiment, we rearrange the weather dataset from 
Kaggle data science repository [4], and create our own dataset with 
21 features and 3300 instances to predict the sea level pressures of 
next day ahead. As a model evaluation, correlation coefficient 
(CE), mean absolute error (MAE) and root mean square error 
(RMSE) with 10 folds cross validation are used (1), (2), (3). First, 
we evaluated the CE value of each observed and predicted output 
to know the degree of relationship between them. Next, we arrange 
the features according to their relative sensitivity value and 
selected high rank features. Then, we filtered five unselected 
features that showed the lowest rank. 
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In these equation, 𝑂𝑂𝑖𝑖 and 𝑃𝑃𝑖𝑖  is the observed and predicated 

values. Finally, we compared the prediction performance before 
and after some features selection on our dataset as shown in Table 
I. The prediction results of sea level pressure for next day ahead 
by the SVR is shown in Fig. 1. 

TABLE I   Evaluation of Model Performance   
Evaluation 

Index 
 Before feature reduced After feature reduced 

    MAE       0.6213 0.4125 
   RMSE 2.8876 2.8780    
  
After the selection of some optimal features, the prediction 

performance of the model becomes better without suffering the 
accuracy. The prediction of sea level pressure of next day is also 
close agreement with the observed value. 

                       Fig 1. Comparison of prediction results  
 
The prediction performance of next day becomes better with the 

smaller dataset and reduce the training time after selecting some 
optimal features. It is possible to reduce much training time when 
the number of instances for prediction is increased.  

4. Conclusion 
In this paper, we analyze the SVR with optimal features to make 

the prediction of sea level pressure for next day with good 
prediction accuracy. We adjust the SVR parameters to obtain the 
good prediction solution.  
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