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1. Introduction 

Estimating motion of objects directly from 2D fish-eye images 

can be done by calculating vector fields from spatio-temporal 

intensity derivative of the image sequence as previously 

demonstrated by adopting Lucas and Kanade’s concept [1]. 

However, due to massive distortion caused by characteristic of the 

fish-eye camera which results unique deformation of object's  

motion during captured by the camera, the performance of motion 

vector fields yielded seem to be unsatisfying. To improve this, in 

this research, the general perspective camera motion model is 

modified by incorporating a parametric motion model of the fish-

eye lens before calculating the vector fields. 

2. Image Motion Model 

2.1 Perspective Image Motion Model Approach 

In general perspective image model, a pixel intensity belong to 

an object within an image captured at time t1, I1(x1,y1), is usually 

assumed to be constant although the position within the next image 

captured at t2 is located at I2(x2,y2) because of the object movement 

(I1(x1,y1,t)=I2(x2,y2,t+1)), hence the pixel’s motion vectors along 

horizontal  and vertical direction can be expressed as u=x2-x1 and 

v=y2-y1 respectively. Additionally, this constant pixel’s intensity 

assumption now can be written as (1). 

𝐼1(𝑥1, 𝑦1 , 𝑡) = 𝐼2(𝑥1 + 𝑢, 𝑦1 + 𝑣, 𝑡 + 1)  ………………….…(1) 

Following this, to be able to calculate u and v, the construction 

of lower-order Taylor series expansion of (1), in respect to such 

location of pixel (x1,y1) can be done firstly to meet (2), generally 

named as the optical problem equation. Noted that Ix=∂I2/∂x and 

Iy=∂I2/∂y are the first derivative of the image with reference to 

horizontal and vertical successively, while ∂I/∂t is equal with the 

difference between the first derivative of I2 and I1. 
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Secondly, optimizing (2) in accord with u and v successively by 

incorporating n x n neighboring pixels according to Lucas and 

Kanade’s idea as expressed by (3), can be done, so that the pixel’s 

motion vectors (UT) can be obtained from the 2x2 matrix (4) [5]. 
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2.2 Non-Perspective Image Motion Model Approach 

To be able to adapt with unique deformation of object shown on 

the fish-eye images, in this experiment we tried to adopt two 

parametric image motion model. The first model is dioptric motion 

model [2], while the second is affine motion model [3]. 

 

 

 

 

 

According to [2], motion model of dioptric camera can be 

expressed as u=a(x-x0)2+a(y-y0)2+c and v=b(x-x0)2+b(y-y0)2+d. 

Therefore, calculation of the pixel’s motion vectors along 

horizontal and vertical space can be started by modifying (2) in 

section 2.1 becomes (5). 
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Next step will be also the same with second procedure, except now 

the optimization firstly with regard to a, b, c and d as mentioned 

by (6), before calculating u and v. As a result, Lucas and Kanade’s 

matrix expression can be modified to perform (7) (noted that k is 

equal with ((x-x0)2+(y-y0)2). 
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 On the other hand, affine tend to compose motion model as 

u=a1x+a2y+a3 and v=a4x+a5y+a6 [3]. Hence this may change the 

(2), we can get (8).  

(
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) …(8)        

The optimization of (8) is now applied to obtain a1, a2, a3, a4, a5, 

and a6 as performed by (9), so that u and v can be calculated from 

modified version of Lucas and Kanade’s approach as described by 

the matrix (10). 
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3. Experimental 

3.1 Experimental Setting 

There are two image models used in this experiment. While the 

first image model taken from Ricoh Theta fish-eye camera 

describing slow movement of object (a hand) from the left to the 

right position, the second one is synthetic fish-eye images showing 

motion of flowers [4]. Two pairs of each model are shown in Fig. 
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a                      b                     c                       d 

a                      b                      c                      d 

e                      f                       g                      h 
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1. The procedure of estimating fish-eye images from taking pairs 

of image to evaluate quantitatively the performance of the 

estimation can be described in the Table 1. 

Table 1. Experimental Design Algorithm 
Algorithm for calculating modified Lucas and Kanade’s optical flow 

method and the evaluation of its performance 

Input: 126 one side of fish-eye images 

Output: reconstructed image, vector flows (u & v), motion 

compensated, & PSNR 

1: for each two successive images, do 

2:    im1st & im2nd ← converting the two images 

                              to grayscale 

3:    im1st & im2nd ← smoothing the two 

                              grayscale images by using 

4:                               Gaussian smooth filter 

5:    Ix, Iy & It ← obtaining spatial and temporal 

                       gradient of the images 

6:    u & v ← calculating vector flows by using 

                  each matrix in section 2. 

7:    im1R ← im1st moved by u & v 

                (reconstructing image) 

8:    im_inter-difference ←  subtract im2nd with 

                                         im1R 

9:    PSNR ←Calculating maximum error 

                  between im2nd and im1R  

10: end for 

11: Return  

 

3.2 Experimental Results 

 

 

 

 

 

 

Fig 1. Fish-Eye Images (a and b are real image, whilst c and d are 

synthetics images).           

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2. Reconstructed Images for Perspective Image Motion Model 

(a and c), Fish-Eye/Dioptric Image Model (e and g), and Affine 

Motion Model (i and k). Inter-Different Images for Perspective 

Image Motion Model (b and d), Fish-Eye/Dioptric Image Model 

(f and h), and Affine Motion Model (j and l).   

 

 It can be seen from Fig. 2, that there is improvement of motion 

estimation calculation denoted visually by reconstructed image 

when adopting dioptric or affine motion model in comparison with 

perspective motion model for two types of image source. 

Moreover, the results tend to be followed by the quantitative 

measurement (PSNR). The dioptric motion model achieves the 

highest performance (about 24-48 dB for real image and about 16-

18 dB for synthetic image), while the affine follows in second with 

the range of about 23-45 dB for real image and about 15-17 dB. 

They lead by about 1-3 dB to the perspective model as the lowest.  

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3. PSNR for Every Pair Image 

 

The trend of PSNR data describes that object movement on each 

image source affects to the results in difference way. In real image, 

the lowest performance for each motion model occurs when the 

single object captured moves around center area of the fish-eye 

image. This condition seems to be caused by sudden movement of 

the object during passing central area and in the same time there is 

a part of the object moves around the top of circle area. On the 

other hand, the synthetic image which includes small movement 

on the whole fish-eye image tends to produce constant 

performance although in the lower level. This because all area of 

image suffers from motion, therefore the contribution of error 

massively occurs. 

4. Conclusion 

Both dioptric and affine motion model can be adopted to 

increase the performance of estimating motion directly from fish-

eye images by using Lucas and Kanade’s optical flow concept 

until 1-3 dB gain in compare with perspective model. Images with 

detail movement throughout the fish-eye area will have biggest 

opportunity to produce massive error.  
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