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ABSTRACT

The major advantage of vector representation of an image is that the image quality is maintained for arbitrary scaling. In recent years, a demand for scalable image coding has been increasing because of the wide variety of available digital contents and display terminals. Conventional scalable coding schemes are based on raster representation, and thus, line drawings deteriorate in quality when expanded and shrunk. In this paper, we propose an edge reconstruction method using vector representation for the purpose of keeping a consistent spatial scalability on transmission and display. We take an anti-aliasing into account in edge areas for approximation of luminance values around the edge. The proposed method can improve PSNR by up to 2 dB as compared to the conventional methods when image is expanded and shrunk.

1. INTRODUCTION

The demand for scalable image coding has been increasing in recent years, since a wide variety of digital contents and display terminals have become available. The conventional image coding schemes are based on raster representation, and thus, line drawings deteriorate in quality when expanded and shrunk [1].

Vector representation, on the other hand, is able to maintain image quality for arbitrary scaling. When an edge component in an image is extracted and vectorized, spatial scalability can be improved and image quality can be maintained around the edges.

In this paper, we propose an edge reconstruction method using vector representation for the purpose of keeping consistent spatial scalability after transmission of the image to any display. For approximation of luminance values around the edge, we take an anti-aliasing into account in edge areas. The image can be displayed with any scale by the scalability of vector representation. We validate the proposed method by comparing PSNR values with the conventional method when images are expanded and shrunk.

In Section 2, we show the conventional methods for edge reconstruction. In Section 3, we describe the proposed method to keep the spatial scalability. Evaluation of experiment results are shown in Section 4, and the conclusions are given in Section 5.

2. EDGE RECONSTRUCTION

An edge reconstruction methods have been studied for object based coding in MPEG-4, and model-based edge reconstruction for wavelet-compressed images has been proposed in [2]. However, they cannot keep consistent spatial scalability after transmission of the image to any display. Thus, lack of line segment occurs when images are expanded and shrunk.

In addition, pseudo-vectorization scheme, which vectorizes the border line by quantizing the luminance value, has been proposed in [3]. However, the anti-aliasing process in edge areas has not been considered.

A vectorization method for edge components has been proposed as an animation coding scheme, which separates three components - line drawing, continuous area, and texture [1]. However, it is not suitable for anti-aliasing process since line drawing has only one luminance value. Thus, the luminance values around texture areas are lost.
3. PROPOSED METHOD

Considering the anti-aliasing process in edge areas and consistent spatial scalability on transmissions and display, we propose an edge reconstruction method using vector representation. We separate an edge component from input image, and vectorize it. The flow of the proposed method is shown in Fig. 1.

3.1. Vectorization of the edge component

A high frequency component around the edge area is regarded as the edge component. The resulting luminance values of an edge component can be approximated by the curve shown in Fig. 2. This curve is represented by

\[ g(x) = \frac{a \sin(bx + c)}{x^2 + dx + e}, \]  

where \( a, b, c, d, e \) are parameters to be tuned optimally.

Next, the edge component is vectorized. Since vector representation has only one luminance value [4], a data of luminance values on vector representation is represented by \( g(x, y) \) in two dimensions \((x, y)\). The process of vectorization involves determining the values of the coefficients \( a, b, c, d, e \). The necessary steps to acquire luminance values before the coefficients can be found are:

1. Thin the edge image.
2. Find an edge direction using Freeman’s chain code[5].
3. Decide the direction by taking an average of pixel \( n \).
4. Sum up the value of adjacent pixels which have same direction.
5. Find the luminance value with a width \( w \) perpendicular to the direction and average by each set, where \( n \) and \( w \) are parameters to be tuned optimally.

These steps are shown in Fig. 3. Once luminance values are obtained, the coefficients of \( g(x, y) \) can be found by using least-squares method.

Next, we convert \( g(x, y) \) to \( h(n) \) at vector location \( n \).

Finally, using vector representation \( V_H(n) \) and data of luminance values \( h(n) \), we can vectorize edge component as shown in Fig. 4.

3.2. Edge reconstruction

In the encoding process, the edge component is separated from input image \( f(x, y) \) as shown in Fig. 1. Edge component \( f_H(x, y) \) is described by

\[ f_H(x, y) = \text{Edge}\{f(x, y)\}, \]  

where \text{Edge}\{f\} is a function of edge detection from raster image \( f \). Vector representation \( V_H(n) \) is defined by

\[ V_H(n) = \text{Vectorize}\{f_H(x, y)\}, \]  

where \text{Vectorize}\{f\} is a function of vectorization of raster image \( f \). The luminance values is approximated as \( g(x, y) \), and \( g(x, y) \) is converted to \( h(n) \) on vector representation \( V_H(n) \). This vectorized edge component is rasterized as

\[ R_{1H}(x, y) = \text{Rasterize}\{h(n)\}V_H(n), 1\}, \]  

where \text{Rasterize}\{hv, s\} is a function of rasterization using luminance value \( h \), vector representation \( v \), and scale of resolution conversion \( s \). Then, low frequency component \( f_L(x, y) \) is generated as

\[ f_L(x, y) = f(x, y) - R_{1H}(x, y). \]
Table 1. Experiment conditions

<table>
<thead>
<tr>
<th>Image size</th>
<th>width: 334 height: 426 [pixel]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luminance value</td>
<td>0-255</td>
</tr>
<tr>
<td>Edge detection</td>
<td>Canny operator</td>
</tr>
<tr>
<td>Length filtering</td>
<td>30 [pixel]</td>
</tr>
<tr>
<td>Vectorization</td>
<td>EPS (by Potrace [8])</td>
</tr>
<tr>
<td>Length : n= 3 [pixel]</td>
<td></td>
</tr>
<tr>
<td>Width : w = 5 [pixel]</td>
<td></td>
</tr>
<tr>
<td>Lossless Coding</td>
<td>DPCM</td>
</tr>
<tr>
<td>Lossy Coding</td>
<td>JPEG2000</td>
</tr>
</tbody>
</table>

We compress \( f_L(x, y) \) using the conventional coding method \( X \), such as JPEG, and generate \( Xf_L(x, y) \).

In the decoding process, a decoded \( Xf_L(x, y) \) image is described by

\[
X^{-1}Xf_L(x, y) = f_L(x, y) + n_c(x, y),
\]

(6)

where coding noise is defined as \( n_c(x, y) \). When a low frequency component is converted to a small or large image with the scale of \( s \), \( R_{\text{conv}} \{ f_L(x, y) + n_c(x, y), s \} \), where \( R_{\text{conv}} \{ f, s \} \) is a function of resolution conversion \( f \) with the scale of \( s \), is generated. Vectorized edge component \( V_H(n) \) is rasterized with the scale \( s \). Then, a rasterized image \( R_{\text{H}}(x, y) \) is generated as

\[
R_{\text{H}}(x, y) = \text{Rasterize}(h(n)V_H(n), s).
\]

(7)

Finally, a reconstructed image \( f_R(x, y) \) is described by

\[
f_R(x, y) = f_L(x, y) + R_{\text{conv}} \{ f_L(x, y) + n_c(x, y), s \}.
\]

(8)

When the vectorized edge component \( V_H(n) \) is rasterized with the scale \( s = 1 \), a reconstructed image \( f_R(x, y) \) is described by

\[
f_R(x, y) = R_{1H}(x, y) + f_L(x, y) + n_c(x, y)
= R_{1H}(x, y) + f(x, y) - R_{1H}(x, y) + n_c(x, y)
= f(x, y) + n_c(x, y).
\]

(9)

In particular, when the coding method \( X \) is lossless coding scheme,

\[
n_c(x, y) = 0.
\]

(10)

Then, \( f_R(x, y) \) is described by

\[
f_R(x, y) = R_{1H}(x, y) + f_L(x, y) + 0
= f(x, y).
\]

(11)

Thus, the lossless image can be reconstructed.

4. EXPERIMENT

We evaluate the proposed method by comparing bit rate and PSNR with the conventional method. Experiment conditions are shown in Table 1. An input image is a cartoon with precipitous edge as shown in Fig. 5(a). An edge area is detected by Canny operator [6, 7], and the edge component is converted into vector representation (EPS format) by Potrace [8]. The edge component is shown in Fig. 5(b) with luminance value of 128 added to the image. Since the EPS format does not include entropy coding, it is compressed by bzip2 [9]. Bzip2 is also applied to the data of luminance values.

In this experiment, we validate the proposed method by comparing the modified image with the original image. Thus, the original image is shrunk to the half size in the encoding process. Then, the proposed method and the conventional method are applied to the shrunk image. In the decoding process, each image is expanded with \( s = 2 \). Each reconstructed image is evaluated by a bit rate and PSNR.

First, Input images are shrunk by 9/7 tap Daubechies filter. The coefficients of Daubechies filter are shown in Table 2.

Second, images are expanded by following three methods,

- nearest neighbor,
- bi-cubic,
- and bi-linear.

Fig. 5. Modified images
Third, as considered the coding noise $n_c(x,y)$,
- lossless coding,
- and lossy coding,
is performed as compression schemes. The bit rate of conventional method with lossy coding is adjusted to the same value of the total bit rate of the proposed method in Fig. 6.

Last, we compare the bit-rate in Table 3 and PSNR in Table 4, 5 for each reconstructed image.

The proposed method provides better PSNR as compared to the conventional methods. Especially, PSNR is improved by up to about 2 dB by Bi-linear method. Refer to Table 4, 5, the proposed method is not affected by the coding noise $n_c(x,y)$. However, the proposed method with lossless coding does not reduce the bit rate sufficiently because of the misalignment of reference pixels.

Expanded images, which are shrunk by Bi-linear method and converted lossless, are shown in Fig. 5(c), 5(d). The proposed method keeps the relations between width and length of line segments. Moreover, jaggy curves can be avoided.

Several other images are tested, and the similar results (up to 0.8–1.6dB) are obtained.

### Table 3. Bit rate of each component

<table>
<thead>
<tr>
<th>Component</th>
<th>Bit rate [bit/pel]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>conventional</td>
</tr>
<tr>
<td>Vector coding</td>
<td>-</td>
</tr>
<tr>
<td>Luminance value</td>
<td>-</td>
</tr>
<tr>
<td>Lossless coding</td>
<td></td>
</tr>
<tr>
<td>LFC</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>4.34</td>
</tr>
<tr>
<td>Lossy coding</td>
<td>LFC</td>
</tr>
<tr>
<td>Total</td>
<td>2.29</td>
</tr>
</tbody>
</table>

### Table 4. PSNR of reconstructed images (Lossless coding)

<table>
<thead>
<tr>
<th>Operation</th>
<th>PSNR [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional</td>
<td>Proposed</td>
</tr>
<tr>
<td>Nearest neighbor</td>
<td>23.47</td>
</tr>
<tr>
<td>Bi-cubic</td>
<td>24.40</td>
</tr>
<tr>
<td>Bi-linear</td>
<td>24.43</td>
</tr>
</tbody>
</table>

### Table 5. PSNR of reconstructed images (Lossy coding)

<table>
<thead>
<tr>
<th>Operation</th>
<th>PSNR [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional</td>
<td>Proposed</td>
</tr>
<tr>
<td>Nearest neighbor</td>
<td>23.31</td>
</tr>
<tr>
<td>Bi-cubic</td>
<td>24.19</td>
</tr>
<tr>
<td>Bi-linear</td>
<td>24.23</td>
</tr>
</tbody>
</table>

### 5. CONCLUSION

In this paper, we proposed the edge reconstruction method using vector representation for keeping a consistent spatial scalability on transmission and display. Considering an anti-aliasing process in edge areas, we approximated luminance values around the edge. The proposed method could display images at any scale and provide better results than the conventional approach. In particular, our approach could improve PSNR by up to about 2dB as compared to conventional methods when the image was expanded and shrunk.
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