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1 Introduction
Divisible Load Theory (DLT) [1] is the mathematical

framework to study Divisible Load Scheduling (DLS).
But DLT ignores the result collection phase, and is also
unable to deal with the general case where both the
network links and computing nodes are heterogeneous.

In this paper, we first describe the DLS with result
collection phase on a heterogeneous star network (DL-

SRCHet) problem in Sect. 2. In Sect. 3, we present
a polynomial time algorithm, SPORT, (System Pa-
rameters based Optimized Result Transfer) as a near-
optimal solution to the DLSRCHet problem. With
the help of simulations, in Sect. 4, we show that the al-
gorithm delivers consistent performance irrespective of
the degree of heterogeneity of the underlying network
and nodes. Finally, Sect. 5 provides the conclusion.

2 Problem Description
A divisible load (job) J is to be distributed to, and

processed on a heterogeneous star network N as shown
in Fig. 1. N consists of m + 1 processors p0, . . . , pm,
and m links l1, . . . , lm. For k = 1, . . . ,m, Ck is the in-
verse of the bandwidth of the link connecting node pk

to source p0, and Ek is the inverse of the computation
speed of pk. The source p0 splits J entirely into parts
α1, . . . , αm, and sends them to the respective proces-
sors p1, . . . , pm for computation, without retaining any
part for itself. Each such set of m fractions is known
as a Load Distribution α. Further, 0 < αk ≤ 1, and∑m

k=1 αk = 1. This is the normalization equation.
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Fig. 1 Heterogeneous star network N
It is assumed that the processors can communicate

with only one other processor at a time, and cannot
compute and communicate simultaneously. The execu-
tion of divisible job on each processor proceeds in three
contiguous and distinct phases – distribution, compu-
tation, and result transfer. The time taken for com-
munication and computation, as well as the volume of
results generated is directly proportional to the load
fraction αk. The application-specific constant δ repre-

sents the ratio of size of output to input data. The time
taken from the point when p0 initiates communication
with pk, to the point when pk completes the transfer
of results back to p0, is Tk = αkCk + αkEk + δαkCk.

The DLSRCHet problem consists of finding the
fraction of data to be allocated to each processor, the
sequence of allocation of the data to the processors, and
the sequence of result collection from the processors.
Let σ1 and σ2 be permutations of order m such that
σ1(i) and σ2(i) where i = 1, . . . ,m, respectively denote
a mapping between the index of the allocation and col-
lection sequence, and the processor number. Let x be
the index in the collection sequence σ2 of the processor
to which p0 distributes the load last in the allocation
sequence. Then, σ1(m) = σ2(x). We now formally
state the DLSRCHet problem:
DLS With Result Collection Phase on a Het-

erogeneous Star Network (DLSRCHet)

Given a heterogeneous star network N , and a divis-
ible job J , find two permutations - σ1, which deter-
mines the order of distribution of the load fractions
from the source to the child processors, and σ2, which
determines the order of collection of computed re-
sults from the child processors, and a Load Distribu-
tion α = {α1, . . . , αm}, such that 0 < αk ≤ 1, and∑m

k=1 αk = 1, so that the total execution time

T =
σ1(m)∑

k=σ1(1)

αkCk + ασ1(m)Eσ1(m) +
σ2(m)∑

k=σ2(x)

δαkCk

is minimized.
An exhaustive search of all possible permutations to

find an answer to DLSRCHet has a complexity of
order O((m!)2), which is impossible to solve in practice.

3 Proposed Algorithm
Algorithm 1 (SPORT) A heterogeneous star net-
work N has m + 1 processors p0, . . . , pm, with p0 as
the source. Let the processors p1, . . . , pm be arranged
such that C1 ≤ C2 ≤ . . . ≤ Cm. Define vectors Dist[m]
and Coll[m] to store the distribution and collection se-
quences of the load fractions α1, . . . , αm. Define vari-
ables C ′
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2, E′

1, E′
2, α′

1, α′
2, j, k, isSch#1, isSch#2.
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and execute the following steps:



1. Dist[ ] ← {1, . . . ,m}, Coll[1] ← Dist[1], α′
1 ← α1

C ′
1 ← C1, E′

1 ← E1, isSch#1 ← 0, isSch#2 ← 0

2. For k from 2 to m, do:

(a) C ′
2 ← Ck, E′

2 ← Ek, α′
2 ← αk

(b) If (1) == True, isSch#1 ← 1,
else, isSch#2 ← 1.

(c) If isSch#1 == 1, do:
i. Coll[k] ← Dist[k]
ii. Save equation
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iv. isSch#1 ← 0, k ← k + 1, return to 2(a).
(d) If isSch#2 == 1, do:

i. for j from 1 to k-1, do:
Coll[j + 1] ← Coll[j], Coll[1] ← Dist[k]

ii. Save equation
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iv. isSch#2 ← 0, k ← k + 1, return to 2(a).

3. Using the m− 1 equations obtained above, and the
normalization equation, form a set of m linear equa-
tions. Solve the equations to obtain load fractions
α1, . . . , αm for the m processors. ¤

The logic behind the test condition, and details of
values allocated to C ′

1 and E′
1 can be found in [2]. Com-

plexity of SPORT is of order O(m3).

4 Simulation Results
Simulations were carried out for four algorithms,

viz., BruteForce, SPORT, FIFOC, and LIFOC.
In BruteForce, the optimum distribution and col-
lection sequences are found by evaluating all possible
(m!)2 sequences. Both FIFOC and LIFOC distribute
load in the order of decreasing link bandwidth. In FI-

FOC, the result collection is in the same order as the
distribution, while in LIFOC, it is in the reverse or-
der as the distribution. In each simulation run, first
the optimum time was found using BruteForce, and
then the deviation of the execution time, ∆T , for the

three variants SPORT, FIFOC, and LIFOC from the
optimum was calculated. The values allocated to Ck

and Ek in the different cases are approximately indi-
cated in Fig. 2. The average ∆T over 1000 runs, 〈∆T 〉,
with δ = 0.1 and m = 5 is plotted in Fig. 3. It can be
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Fig. 2 Parameter selection for m = 5
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Fig. 3 〈∆T 〉 for m = 5

easily seen from Fig. 3, that SPORT performs exceed-
ingly well as compared to FIFOC and LIFOC. On an
average, FIFOC and LIFOC have errors of 881% and
537% of SPORT respectively. The maximum value of
〈∆T 〉 of SPORT is 0.65% (case 8), which is still lower
by 86% and 80% of FIFOC and LIFOC respectively.

5 Conclusion
We presented a polynomial time algorithm, SPORT,

to solve the DLSRCHet problem, that predicts exe-
cution time with an error of less than 0.65% of the op-
timum. We found that SPORT is robust and simple,
and consistently delivers near-optimal performance ir-
respective of the degree of heterogeneity of the system.
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